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               FOREWORD 



 

 

Dear reader, 
 
We find search exciting. Really. We have seen, time and over again, how great search changes the way businesses operate, and the 
way people work. We have seen search become, in a matter of weeks, the main key to the most valuable in the enterprise -- its infor-
mation assets.  
 
In the industrial ages, effective management of natural resources was the key to success of organizations and companies; in this digi-
tal age, the same holds true for effective management of information resources. Then as now, is not enough to just have these re-
sources; their value can only be judged by the ability to use them. It is good search that makes available information usable. It col-
lects in, cross-connects it, analyses and normalizes, prepares and classifies, secures it and structures it. It helps the user express his 
intentions in a friendly, intuitive, and effective way. It helps the information owner to apply business goals to information, and sim-
plifies the management of information. It moves companies to become market leaders, it creates efficiencies beyond what compa-
nies though possible. It satisfies users and grows traffic, finds stocks or jobs, helps prevent crime, finds the best restaurants and the 
latest ringtones. It enables information sharing, communication and reuse. Forget the "box and button"; think connected people and 
efficient businesses.  
 
But all this joy of search aside -- to understand the true value of search, we invite you to join us on a technical roundtrip of some of 
the most important search features. Based on more than one hundred search-focused workshops, with some of the most demanding 
information consumers and providers in the world, we have built a large collection of Search Best Practices. We offer you a sum-
mary of these best practices in twelve short whitepapers, with use case examples, frequently asked questions, and some technical 
grounding. We have aimed to keep the papers relatively high-level, as an introduction to "how good search works". We have also 
aimed to be objective and product agnostic; we firmly believe that the more people understand search, the more they will also un-
derstand the beauty and power of our search product.  
 
We hope you find the Book of Search enjoyable, educational and useful. If you should have any questions, we are always available to 
take a deeper dive into the world of search with you. 
 
With best regards,  

 
 
 
 
 

John M. Lervik      Bjørn Olstad 
CEO, FAST, A Microsoft® Subsidiary   CTO, FAST, A Microsoft® Subsidiary 
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Introducing Enterprise Search 
Enterprise search helps organizations build new businesses based on the information they 
possess. The best of breed solutions are built as platforms, with many levers that make them 
exceptionally flexible, powerful and user-friendly for a wide variety of applications. The goal 
of this book if to explore some of these levers and to provide advice on how they can best be 
exploited. 

Think of search. If you are like the majority of Internet users, 
you have probably thought of a “box and a button” applica-
tion – a simple tool that transforms a short query into an end-
less list of results with variable quality. The ubiquity of the 
technology means that most people will have an idea in their 
minds of what search is. Words such as “search engine”, 
“crawler” or “inverted index” may be used. Yet whilst at first 
glance it may appear a trivial and commoditized application, 
search is actually a flexible and feature rich platform. We 
would like you to think again – this time not in the general 
Internet context, but rather in the context of a specific enter-
prise.  
 

In a setting where an ambitious enterprise needs to convert its 
most valuable asset – its data – into new business, many new 
shapes of search come to mind: real-time alerting, market and 
trend analysis tools, data clustering, advanced mobile services, 
or automatic video and audio broadcast monitoring. Intranet 
search has become the centerpiece of Knowledge Manage-
ment and a unifying tool that binds the many information 
silos into one coherently searchable unit. Search drives por-
tals, spanning across a range of devices and sources, serving 
an increasingly demanding and varying user group. Enterprise 
search is used as the basis for a new generation Business In-
telligence solutions, as a user-driven data mining tool with 
sophisticated real-time analytics of very large data sets, and as 
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an automatic data cleansing tool with advanced fuzzy match-
ing and scoping abilities. It allows contextual insight into all 
the enterprise data, at an unprecedented level of precision, 
scale, and user friendliness.  
 
Enterprise search is far more than a “box and a button” appli-
cation; for many enterprises, this rich technology is becoming 
the cornerstone of future strategy. By slicing, dicing and intel-
ligently augmenting structured and unstructured information, 
highly contextually aware applications can enable everyone 
from simple web users, to demanding and skilled knowledge 
workers to maximize the use of the information available to 
them. It is used to enable a wide range of applications, some 
of which do not contain a standard input box: real-time alert-
ing, market and trend analysis tools, data clustering, advanced 
mobile services, or automatic video and audio broadcast 
monitoring to name but a few.  
 

Why is search important to you? 
Search can be a truly strategic tool. Not only for organizations 
whose business areas relate to the Internet, but also for or-
ganizations in traditionally “offline” sectors. There are plenty 
of examples of search-driven improvements of business effi-

ciency, both externally towards customers, and internally, 
towards employees and IT. Most importantly, good search 
allows fast development of new product opportunities, pro-
viding additional monetization opportunities and revenue 
streams. 
 
As an example, we have seen that improved search has helped 
a number of large enterprise portals and eCommerce solu-
tions achieve traffic increases, and associated revenue in-
creases, of over 100%. Other companies have benefited from 
cost reductions. In one example, a company has realized a 
reduction from 55 high-end Sun servers to 26 commodity 
servers through migrating to a stare of the art search plat-
form, reducing their TCO by well over 60%. Other compa-
nies have been able to establish leading syndication relation-
ships requiring them to scale their search architecture to han-
dle the significant increase in traffic, with a minimal invest-
ment in hardware. Yet another enterprise has achieved 90% 
savings in search deployments and maintenance by consoli-
dating their databases, collaboration tools and several point 
search solutions to one single search platform, with a 2.5 
times improvement in search efficiency. Others have ex-
tremely large data sets with complex analysis and retrieval 
requirements, with over 3000 billion discrete data points col-

Business aspects of search 
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lected from 200M data records including more than 5M re-
cords with live real-time feeds. Enterprise search has trans-
formed this highly structured data into a next generation busi-
ness analytics application. 
 

Structure of the book 
Deep down, every enterprise search solution is rooted in In-
formation Retrieval (IR), the science of searching for infor-
mation – in form of text, sound, images or data – in docu-
ments, relational stand-alone databases or hypertext net-
worked databases such as the Internet or intranets. But this 
book does not aim to cover the matter from an abstract IR 
perspective, for two reasons: it is a broad interdisciplinary 
field best dealt with in an academic setting, and there are 
many excellent works on the topic; instead, we aim to write 
about practical and applied consequences of how IR is imple-
mented by best in class applications in the hundreds of enter-
prises we have worked with – we will discuss which imple-
mentations work and which do not, and why. We aim to 
cover the topic at a pragmatic hands-on level, and we hope 
that you can start using the ideas from this book in your en-
terprise search solutions already today.  
 
We have identified eleven areas of major importance for the 
success of an enterprise search application. For easier reading, 
we have divided them into two families of loosely connected 
topics: the business-related topics and technical topics under-
lying the different dynamics and make-up of great search ap-
plications.  
 
From the business angle, we look at how organizations best 
leverage the wide range of built-in features of the search sys-
tem to promote a better search experience and improve com-
petitive positioning, to grow revenue or reduce costs, increase 
productivity and reduce risk. Features for the business-

minded include relevancy, linguistics, query and result proc-
essing, content refinement, business rules and the usability of 
the system itself. 
 
For the more technology minded, we cover the areas of inte-
gration, security, performance, high availability and bench-
marking. 
 

Considering the business requirements of search 

Relevancy  
The search engine’s main job is to produce accurate and rele-
vant results. A list of million results is of little use if the users 
only look at the first ten. Reversely, in a monitoring setting, 
incomplete result lists are of little use. Users are becoming 
increasingly demanding, especially in an enterprise setting. 
User requirements vary over time, over user groups, over 
application contexts, and over content categories. Thus, en-

“ Attempt the end, and never stand to 
doubt; nothing’s so hard but search will 
find it out. “ 

- Robert Herrick 
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terprises must have ability to tune the search engine to meet 
end-user expectations and business needs.  
 
Enterprise search solutions are evolving far beyond standard 
Web search capabilities. Ranking models are based on multi-
faceted quality measurements of the match between query 
and document. Relevancy is determined by concepts, and 
additional levels of abstraction such as context, freshness, 
completeness, authority, statistics, quality and geography. A 
ranking model is the independent tuning of each element 
relative to the business need, to determine whether a docu-
ment is a good match to a query. 
 
Linguistics  
Linguistics deals with the structure and variation of languages 
to improve the user’s ability to find relevant information. This 
improvement is applied both to user’s query and to the infor-
mation stored in the index. The standard linguistic tools apply 
not only to languages, but also to industry-specific or enter-
prise-specific terminology.  
 
The linguistic optimization tools include automatic language 
detection, grammatical normal forms (also called lemmatiza-
tion), and the use of synonyms. For Asian languages, such as 
Mandarin Chinese, tokenization algorithms are used. More 
advanced interpretation of language can be carried out with 
entity extraction, recognition of parts of speech, categoriza-
tion, unsupervised clustering of documents, and sentiment 
analysis. Queries are often improved with spelling correction, 
recognition and grouping of idioms such as “home run” (also 
called phrasing), and identification of word sequences in que-
ries that are irrelevant to the search (also called anti-phrasing).  
 
Query and result processing 
Search engines are faced with two basic information retrieval 
issues: first, how to help users craft better questions, and sec-
ond, how to provide better results, minimizing what the user 
has to read through. To deliver consistently superior results, 
one must understand the intent of the query, know what in-
formation is available, how the different information sources 
inter-relate, and identify where the appropriate information is 
located. As the results are returned to the user, they must be 
formatted and presented in a way that makes the user’s ex-
perience easy and rewarding at the same time.  
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These goals can be accomplished by using two key technolo-
gies:  Natural Language Processing (NLP) and linguistic analy-
sis. NLP interprets queries posed as questions and phrases by 
stripping out irrelevant terms, and identifying the query in-
tent.  Linguistic tools include capabilities such as avoiding 
word-sense ambiguity to distinguish between, for example, 
the color orange, the company Orange and the citrus fruit. 
There are many other means for query improvement. Search 
applications house these technologies in the query/result 
processing stage, with the two-fold goal: to analyze human 
language in the query to identify the searcher’s context and 
intent, and to return the most relevant set of results.  
 
Content refinement 
The quality of the search experience depends greatly on the 
search engine content. But the old adage “garbage in, garbage 
out” does not need to haunt searchers! In an enterprise search 
setting, the content can be greatly improved before it is made 
searchable. The content refinement lifecycle includes two 
stages: content aggregation and processing. 
 
Content aggregation brings together content from multiple 
sources; it is not uncommon to aggregate from thousands of 
different silos of structured and unstructured data, from data-
bases and SAP portals to emails and multimedia content, 
sometimes facing more than 300 different format types. Con-
tent is made available to the search engine via the content 
API that acts as an information broker. It pulls content from 
the data source (database, CMS application, etc.) during 
scheduled calling requests and sends this content into the 
search engine. It can also work on a push basis, and performs 
incremental updates. 
 
Document processing is the analysis, conversion, transforma-
tion, and enrichment of original content for the purposes of 
indexing and subsequent retrieval. It can be made up of one 
or more document processing stages – for instance, a pipeline 
of stages could consist of language detection, synonyms, spell 
checking, lemmatization, taxonomy classification, and custom 
plug-ins.  
 
Business rules 
Business rules are algorithms, workflows, or heuristics that 
are implemented and supported by a software system. For 
example, a business rule might be that a credit check is not 

necessary for returning customers, or that a platinum-level 
advertiser is always ranked higher than the gold-level one. 
Search applications allow enterprises to apply such business 
rules at various stages of the search, from document inges-
tion, ranking, query transformation, to result processing, to 
best align the information provided to users with the business 
goals of the enterprise.  Business rules are also used at alerting 
time, where preconfigured queries push results to the user as 
soon as new and relevant information becomes available. 
 
Analyzing search activity in the context of business rules en-
ables search providers to adjust their relevancy model, and 
guide users to the best business-generating pages. For exam-
ple, in the case of a pharmaceuticals manufacturer, the analy-
sis of query logs will highlight the difference in information 
needs for users in different functions, such as R&D, clinical 
trials, and sales and marketing. The analysis may highlight the 
need for custom dictionaries (for specific industry terminol-
ogy) or linguistic capabilities to reduce the number of queries 
or zero hits. In this scenario, business rules are effectively 
being used for “fault detection”.  
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Usability  
“If the user can’t find it, it ain’t there”. Good search usability 
is an essential part of realizing the system’s full potential. It 
describes how the user is guided through the system from 
start to finish. When establishing or revising a search-powered 
system, usability is ultimately judged by the users (business, 
consumer, administrators, etc.) themselves, so search provid-
ers should follow a user-oriented design process. Leveraging 
reporting and monitoring tools, such as click-through trends, 
page impressions and abandonment points will provide quan-
tifiable metrics on the success of the system. 
 
Good usability is provided by defining the search experience, 
aligning the system design with the definition and then letting 
real end users test and evaluate it. The user search experience 
can also impact both motivation and productivity. It is vital to 
make the search box itself easy to find, to provide different 
ways to search, and to match advanced search capabilities to 
users’ needs and abilities. 
 

Considering the technical aspects of search 

Security  
Security guidelines apply to search platforms in three areas. 
First, they must recognize permission levels on documents 
stored in the search engine, and recognize end users’ identity 
at query time. Second, enterprise search engines must validate 
that all query requests are issued by authorized clients and 
that document-gathering connectors respect every content 
repository’s access model. Third, when executing a query, 
search software must always align the user’s permission rights 
with the permission levels of the content they can see in the 
result list. 
 
The most common corporate practice to ensure privacy is 
using folder- and document-level access control within appli-
cations and repositories. This access control logic must then 
be respected by other applications connecting to the content, 
including search engines. In this way the search engine be-
comes the gateway and the gatekeeper to valuable and confi-
dential corporate data. 
 

Technical aspects of search 



Book of Search 

 15 

Integration  
Integration deals with embedding search engines in third-
party software applications, such as document management 
systems (DMS), customer relationship management systems 
(CRM), or business intelligence tools.  
 
There are two increasingly common scenarios for search inte-
gration. One is in an authoring or management application 
such as a DMS, where stored content has to be searchable – 
in a fast, flexible and easy manner. The other is in an industry-
specific workflow and investigation tool (for example, for 
compliance in the financial-services sector) where multiple 

external data sources are searched and processed within the 
application in question. OEM integration requires substantial 
planning to provide a seamless assimilation of the two tech-
nologies. The component architecture has to be understood 
so that each connection point is identified and treated sepa-
rately.  
 
There are five main areas to consider: content creation for 
indexing, index configuration, query logic, user interface de-
sign, and administration and configuration. The most impor-
tant part of integration is deciding which configuration or 
query features to expose to the content consumers and man-
agers. Top-quality enterprise search engines are flexible tools, 
designed to cope with many different types of applications 
and industries – e-commerce, knowledge management, ar-
chiving, video search, and more. So for each design and con-
figuration decision made, the OEM must decide whether the 
decision applies to all clients or whether the option must be 
left open for systems integrators or IT administrators to fine-
tune the system.  

Performance  
Providing a scalable, fault-tolerant and high-performing 
search calls for selecting the correct configurations of soft-
ware and hardware. It starts with identifying the most impor-
tant requirements and key metrics and mapping these to the 
appropriate system architecture.  
 
Search providers across different business segments have very 
different needs. News and financial search require fresh data 
that is indexed near-real time, while litigation support services, 
for instance, require batched data, indexed once. The key to 
optimizing a system lies in understanding the user’s objec-
tives, while sizing and designing to strike the right balance 
between speed, size, and cost.  
 
The performance metrics include the total number of docu-
ments to be indexed, the required ingestion rate and accept-
able indexing latency, and the number of queries per second 
(QPS). Akin to grid computing and distributed architectures 
to support scalable enterprise software, high-performance 
search grids use replication and distribution of servers to scale 
along the dimensions of document volume and QPS. A third 
dimension is document ingestion rate, which scales with the 
resources allocated to content aggregation and processing. 
Systems using these three dimensions should be able to scale 
linearly, independently, and simultaneously to achieve the 
desired performance targets.  
 
High availability 
Critical IT systems are often described as fault-tolerant, re-
dundant, or displaying high availability. In other words, 
should something go wrong – power cut-offs, hardware fail-
ure, corruption of data, say – the systems have been designed 
to maintain certain levels of service. 
 
A common solution is to architect more hardware to mirror 
vital elements of the system. The downside is the price of the 
equipment and the internal cost of managing a duplicate set-
up. The extra expense of redundancy should be evaluated in 
light of the loss of revenue from the downtime and the odds 
of fatal errors occurring in the system. In this scenario, search 
providers should differentiate between availability on the con-
tent ingestion side (where the requirements may be less strin-
gent, as servers have no problem with picking up an indexing 
thread seamlessly after they come up again) and on the user 

“Knowledge in the form of an informa-
tional commodity indispensable to  
productive power is already, and will  
continue to be, a major — perhaps the  
major — stake in the worldwide competi-
tion for power.” 
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query side (where down-time may be much more costly for 
the business). 
 
Failures that can impair the search application are divided into 
two areas: backbone failures, and component and service 
failures. Backbone failures include various hardware incidents 
and network outages. In most cases, there are corporate- or 
service-wide policies regarding power supply and data-center 
security, and search typically complies with these policies. But 
in cases where query uptime is critical, hardware redundancy 
should be combined with intelligent recovery operations.  
 
Benchmarking  
How good is your enterprise search? And how can you make 
it even better? Without adequate measurements, improve-
ments are hard to plan and hard to prove. Reporting and 
benchmarking creates a structured method for measuring and 
validating the success of search with respect to these varied 
stakeholders. 
 
So what should be measured? Search metrics can be divided 
into two categories: the basic search engine metrics, such as 
the volume of searchable data in the index and hardware per-
formance, and search usage metrics.  The first category in-
cludes the number of documents in target repositories, an 
audit of those documents, and information on hardware us-
age. Usage measurements include hard numbers such as click-
counting and subjective measurements about the quality of 
the interface and the results ranking. The most popular que-
ries, number of zero hits, click distance and user surveys are 
often used to evaluate the quality of search. 
 
These categories are further split up according to stakeholder 
groups and the reports relevant to each. Identifying which 
group has an active interest in various metrics can be used to 
assign the ownership of search tracking and tuning to differ-
ent groups; different groups may be responsible for identify-
ing sources of content, for determining what good and bad 
results are, and for building and maintaining the platform. 
 

What is good search? 
Search, with its users and its capabilities, is changing; so is its 
role in the enterprise world. People want answers, not refer-
ences. Businesses want differentiating solutions. Extreme 
scalability has become a norm for businesses. Rapid deploy-

ment of new business models is necessary to fend off aggres-
sive competitors in the aggressively converging online mar-
kets. Good search is becoming universal: it is everywhere, all 
the time. Technical boundaries are disappearing, for example 
between internet and intranet, and structured data versus un-
structured data. Information is becoming source and device 
independent, between servers, desktops, and mobile. Search is 
pervasive: it permeates more and more areas of people’s lives. 
It is contextually aware of its surroundings. It is proactive 
rather than reactive. It suggests and alerts and informs. Search 
is a necessity. Consumers demand more, governments require 
more, and competitors know more. With search, a higher 
standard of information emerges with greater expectations. 
So, how can you cope? 
 
Developing an enterprise-class search that is efficient, user 
friendly and future proof is not difficult – it just involves lots 
of choices and good planning, including a clear appreciation 
of the available tools and necessary trade-offs. 
 
In a world where one size does not fit all, there are many op-
portunities to customize each of the components from a rich 
suite of best platforms to suit the needs of each company and 
its users in their specific industries, with their specific techni-
cal requirements, usage patterns, and business goals. How-
ever, organizations are starting to realize that the effort is 
worthwhile; in many a major enterprise, the enterprise search 
platform has become every bit as important for their business 
operations as the ERP or CRM applications. In the past three 
years, we have been a proud part of the global team that has 
seen a transformation of enterprise search into an IT infra-
structure necessity, and a key enabler for mission-critical ap-
plications – and with this book, we wish to share our experi-
ences and enthusiasm for this powerful business tool with 
you. 
 
In particular, the following eleven chapters provide an intro-
duction to understanding the key areas that compose search, 
and underline the best-practices for building a state of the art 
system. We hope you enjoy! 
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Search technology relies on assessment tools called ranking 
models to determine how closely content matches a particular 
query and whether it should be included in the search results. 
However, the ranking models of most search engines are in-
accessible, so it’s difficult and sometimes impossible to alter 
or tune them to meet different needs. In every case, they use 
the same yardstick. 
 
However, search is not limited to one uniform environment. 
Business users search in multiple contexts: e-commerce sites, 
corporate Web sites, intranets, extranets, portals, etc. Each 
has distinctive objectives and each user community values 
content differently. So it makes sense to be able to adjust the 

In most companies, the role of search has evolved from basic 
keyword search in external Web pages to include comprehen-
sive information retrieval solutions – static and dynamic – 
that cover a wide range of internal and external systems, ap-
plications, and networks. As a result, there is much more de-
mand for sophisticated information retrieval functionality and 
performance. 
 
Essentially, search engines must produce accurate and rele-
vant results to meet the expectations of increasingly demand-
ing users and applications – and to meet the needs of the 
business. That means it must now be possible to tune the 
relevance of the search engine.  

Relevancy and Search 
The search engine’s main job is to produce accurate and relevant results. A list of million 
results is of little use if the users only look at the first ten. 



things you should know 
about relevancy 

1. Search users search in order to use infor-
mation – not for the sake of searching.  
 

2. Relevancy success depends on understand-

ing the context and characteristics of the 
search user.  
 

3. Adjusting relevancy models is like adjust-

ing the graphic equalizer on an audio sys-
tem – key components can be adjusted in-

dependently. 
 

4. Linguistic tools can improve precision and 
recall. 
 

5. Relevancy can be tested and tuned by using 
a “golden set” of well-known documents 

and queries. 

5 
yardstick used to evaluate content in order to get results that 
are aligned with the objectives of the search context and 
needs of the users. 
 
What determines relevance? The relevance of a document is repre-
sented by a number or ranking value that helps determine 
how closely the document matches the characteristics implied 
by the query. The value is constructed from a number of fac-
tors based on the detailed analysis of all parts of the docu-
ment. These include, for example, title, author, date, body, 
meta-tags, key concepts, classification, etc. These factors can 
be tuned independently, or in groups, to create ranking mod-
els for particular content – for instance, where the date of a 
highly relevant news article may be ranked higher than for 
news on the same topic. 
 
Most search technologies employ a fixed ranking model that 
is designed for generalized use in a common context. A fixed 
model works very well within its frame of reference because 
it’s optimized for that specific content. 
 
However, as you move away from its design base, a fixed 
model rapidly loses its effectiveness. An example: a public 
Web search solution would use a relevancy model that is 
geared to rank Web pages. However, it cannot effectively 
deliver the goods in an e-commerce context because the 
evaluation mechanism is incorrectly calibrated for e-
commerce searches and usually can’t be adjusted.  
 
Similarly, in a knowledge management setting, many docu-
ments come from sources other than the Web: document 
management systems, management systems, e-mail, file sys-
tems, etc. These documents need a different “quality compari-
son” mechanism. 
 

Multiple dimensions enable full control 
Enterprise search solutions are evolving far beyond standard 
Web search capabilities. They are now able to base ranking 
models on multi-faceted and tunable measurements of the 
quality or the match between the query and a possible result 
document. In this environment, relevancy is determined 
partly on the parameters discussed above, but also on con-
cepts, sentiment, or additional levels of abstraction, such as 
freshness, completeness, authority, statistics, quality, and ge-
ography. (We will describe these levels in more detail later). 
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A multi-parameter model enables full control of the relative 
effect of each ranking component for a given query. Ideally, 
the search solution should provide a set of pre-defined rele-
vancy model profiles that align with specific uses or audiences 
– site search, news, shopping, self-service, market intelligence, 
surveillance, etc. Organizations need to be able to apply these 
types of capabilities “out-of-the-box” or be able to easily tune 
relevancy models so they can be optimized for their target 
audiences. For example, for a Web site, page popularity is key 
and should be a priority, whereas for a news-monitoring ap-
plication, freshness should be the primary factor, and senti-
ment context is important for market intelligence applica-
tions. 

A convenient way to understand the importance of relevancy models is to 
visualize a graphic equalizer on an audio system, which has pre-sets 
for audio environments such as concert hall, car, home, classi-
cal, and rock, for example, and which also allows for individ-
ual adjustment to meet the needs of the listener. Similarly, 
search solutions must be capable of providing pre-set rele-
vancy models where each of the parameters can be independ-
ently adjusted, and a change in one does not affect the others. 
 
Many factors affect the relevancy of a document with respect 
to a given query. In general, it is impacted by the content of 
the document, the language in which the content is written, 
the degree to which lemmatization is employed, the extent to 
which stop words are removed, and the degree to which syno-
nym expansion, thesauri, link cardinality, proximity boosting, and 
dynamic ranking are utilized. It should be noted that a docu-
ment's relevancy with respect to a query is not necessarily 
decided on the basis of words common to both query and 
document, but rather by the extent to which its content satis-
fies the user’s need for information.  
 
The tuning parameters that define relevancy ranking models 
can have a profound impact on the search results themselves, 
and also on the associated business environment. Six key pa-
rameters stand out: 

Freshness – how fresh is the document compared to the time 
of query? A number of new search applications require sub-
second or non-stop updates to the index, so traditional batch 
processing is not an option. These new-generation solutions 
need to be able to search for news, receive stock alerts, or 
update the index with new products or pricing. In such cases, 
freshness is of paramount importance to users.  
 
Completeness – how well does the query match superior docu-
ment contexts such as a document title or URL? What 
matches the query? Is it the document title, the author, a 
mention in the body text, metadata linked to the document, 
root and expanded forms of words, etc.? For example, if the 
query is “Boston College”, then results citing “Boston Uni-
versity” would come up less readily if completeness is a key 
factor to the rank profile.  
 

”The only good is knowledge and the 
only evil is ignorance. ” 

- Socrates  



Book of Search 

 22 

Authority – is the document considered an authority for this 
query? Many items can be part of the analysis of documents 
to determine this parameter – items such as Web link cardi-
nality, article references, page impressions, and product reve-
nue, to name a few. For example, with link cardinality, the 
search application will monitor the number of links in or out 
of a document, with high frequencies of links indicating the 
authority of a document.  
 
Statistics – how well does the content of the overall document 
match the query? One simple example is the number of times 
the query term appears in the document. Another is the prox-
imity of the words in the document – how close they are to 
one another.  

Quality – what’s the quality of the document? How important 
is it when viewed from the perspective of the content owner 
or search application? For a corporate Web site, product land-
ing pages and press releases are typical of the types of docu-
ments that have higher “quality” ratings. For a market intelli-
gence application, documents from news services and indus-
try analysts may be considered more important.  
 
Location – how important is location in relation to the query 
term? For an Internet Yellow Pages company, there’s signifi-
cant value in being able to maintain location entities at a con-
textual level to enable extreme precision in search and contex-
tual navigation. The feature also offers and user stickiness – 
for example, if a user is searching for “BMW dealership 
within 15km of my workplace”.  
 

Tuning relevancy to meet the business need 
Tuning the relevancy of search can lead to significant im-
provements not only for the search user (improved results to 
query terms), but also for the underlying business application 
(enhanced revenues, providing transparency for compliance 
initiatives, etc.).  

One caveat, however: simply maximizing each of these con-
trols will generally not lead to improved relevancy. If they are 
to achieve the goal of relevancy - balancing recall and preci-
sion - organizations need to understand the search applica-
tion, the underlying information, and the search user. In gen-
eral, customers need to strike a balance between recall, 
(finding everything related to a query) and precision (finding 
only those documents or entities that relates to a given query). 
More scientifically, recall is the ratio of the number of relevant 
records retrieved to the total number of relevant records in 
the index. Precision is the ratio of the number of relevant re-
cords retrieved to the total number of irrelevant and relevant 
records retrieved. 
 
When using search systems, the search application must strike 
a balance between recall and precision. The aim is to dramati-
cally improve precision without sacrificing recall. 
 
For example, knowledge discovery or compliance applications 
(upper left of the curve in the diagram on the next page) will 
rate recall as being more important than precision – in other 
words, customers do not want to “miss” any important docu-
ments when performing compliance-related searches. Here, 
customers may want to enhance the importance of the com-
pleteness and statistical parameters. 
 
But in an e-commerce or e-directory environment, users prefer 
much more precise search results so that customers are not 
swamped with too many non-specific results. For instance, 
searching for “iPod” should return only results that are Apple 
Computer’s iPod players or accessories, not the similar play-
ers made by Creative or Sony. The business objective is to 
convert the browsing/researching user into a paying customer 
in as few clicks as possible.  

 
“The Alchemists, in their search of gold, 
discovered many things of greater 
value.”  

I want one search platform to support my Internet, 
extranet, and intranet presence. How do I ensure that 
users receive relevant results? 
  
If you use multiple rank profiles (with different relevancy 
parameters) based on the user’s information needs, you’ll 
be able to fully control the weight of each rank compo-
nent for a given query. Information can be locked down so 
that only the users with the correct security profiles can 
gain access. 
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Furthermore, by tuning the relevancy model or rank profile, e
-commerce sites can promote particular products towards the 
top of the result set. These may be excess inventory items that 
the retailer wants to sell as quickly as possible, or products 
that generate the highest margin.  
 
Linguistic capabilities (lemmatization, synonym expansion, 
phrase detection, etc.) become important here in order to 
correct spelling mistakes, and to effectively turn a “bad” 
query into a “good” query, avoiding zero hit results. Detec-
tion of implicit phrases and proper names in the query pro-
tects them from further query transformation. By creating a 
list of product names, for example, the search provider can 
ensure that queries are directed to the desired pages that 
match the implicit product name phrase. 
 
Relevancy tuning becomes an important tool for OEM provid-
ers that leverage search to offer a value-added information 
access layer across their own application frameworks, along 
with integration with third-party structured and unstructured 
data sources.  

Given the wide range of implementation scenarios and user 
profiles, OEM providers need to be familiar with rank profile 
concepts so they can control the ranking and sorting of query 
results, linguistic tools, entity extraction, and boosting tech-
niques to achieve the best results.  
 

The impact of relevancy 
The primary aim of applying relevancy models is to bring 
forward the most useful information for a particular query. In 
other words, relevancy enables the system to best address the 
user’s need for information. These models provide what are 
sometimes referred to as a “good-and-plenty” result profile, 
which refers to the precision, accuracy, and completeness of 
the result set relative to a given query set. Over time, custom-
ers can tune the relevancy models to meet the needs of di-
verse user environments and to shift the relevancy curve to the 
right, improving both recall and precision as a result. 
 
From the standpoint of search providers serving organiza-

Optimizing recall or precision - or both? 
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tions’ needs, relevancy models are often underestimated. Un-
fortunately, many organizations apply a one-size-fits-all meth-
odology, which does not serve users’ varied needs at all well.  
 
In an e-commerce or e-directory setting, for instance, failure 
to find the right information at the right time can lead to lost 
sales when customers cannot locate the products and services 
they want. The costs are also significant for any large enter-
prise that depends on the skills and capabilities of its knowl-
edge workers. In an IDC study titled “The high cost of not finding 
information”, the research firm noted that poor search func-
tionality can cost a business dearly if employees make poor 
business decisions based on faulty or poor information. And 
productivity plummets when different divisions and project 
teams reinvent the wheel. These tangible costs can be summa-
rized as: 1) the time wasted on searching; 2) the cost of reworking infor-
mation; and 3) the opportunity cost to the organization.  
 
It is vital that content owners understand search users’ pro-
files and their search expertise. The average user will type only 
one or two words into the query (and will often mis-spell at 
least one of them.) So content owners must combine linguis-
tic mechanisms, advanced search, and relevancy tuning so the 
appropriate content can be brought forward to meet the 
needs of, say, a knowledge worker or an account executive. 
 
Good enterprise search engines will place the power of rele-

vancy in the hands of the business owner, not the IT depart-
ment. The business manager or content owner defines and 
adapts relevancy models with respect to the user base, build-
ing in the appropriate business rules. 
 
Customers may have to make relevancy trade-offs, such as the 
ingestion speed versus recall and precision, and the index size 
versus recall and precision.  
 
In general, it’s useful to process the content before indexing – 
using tools such as lemmatization – to maximize relevancy 
during query time. It’s then helpful to store the enhanced 
metadata in the index that is searched. This helps reduce in-
gestion rates and expand the index, but it results in an unpar-
alleled search experience – the measure against which search 
platforms are measured by users. One point worth noting:  
disk space is far less expensive than servers when considering 
the tradeoff between index size and ingestion rates. 
 
Guidelines and recommendations 
Since relevancy is a complex subject, it’s not surprising that 
many mistakes are made in addressing it properly.  
 
For example, some organizations discount relevancy as a tool 
to bring out the right information at the right time. Users can 
be quite skeptical that machine-derived relevancy can produce the 
best results for their queries. These users tend to have had 
experience with systems that use taxonomy and classification 
as a primary means of information retrieval, so they tend to 
fall back on what’s comfortable.  
 
At the same time, some organizations tend not to understand 
the tools available to them. Consequently, they either do not 
use them or they configure them improperly (many customers 
wrongly configure the profile of the indexed content.) And 
others fail to use what we’ll call a “golden set” of documents and 
queries – a mechanism used as a control in relevancy tuning 
exercises. 
 
In order to measure the efficacy of relevancy models, and to 
know how to tweak the models appropriately, search custom-
ers should understand the relationships among the body of 
information, the particular queries, the processing of docu-
ments, and the index and processing on the query side. 
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Four tips for improving relevancy  
There is no escaping the need to understand the user base and 
the importance of providing different relevancy frameworks 
to suit different information needs and business models. 
Search providers cannot forget that users don’t search for the 
fun of searching – they’re looking for specific information. 
 
The following tips are helpful for improving relevancy and 
search effectiveness: 
 
Understand rank profiles – this clearly ties to understanding the 
user base, but it goes further. By leveraging rank profiles, 
organizations will be able to influence the relevancy calcula-
tions that are applied to documents. It is possible to have 
individual profiles configured for each of several user groups. 
 
Influence the rank models – search providers can alter the rank 
calculation assigned to documents for given queries. This is 
particularly useful in e-commerce and paid-for-placement 
scenarios because they will boost the ranking of higher-paying 
advertisers.  
 
Use linguistic tools – Apply lemmatization to improve precision 
and recall; synonym expansion to improve recall; and spell 
checking to prevent futile (0 hit) queries. Activate anti-
phrasing to remove the “noise” from the query, such as the 
text of the phrase “how do I”.  
 
Test, measure and refine – use a “golden set” of well-known 
documents and queries to test and tune relevancy. Providers 
should use at least 2,000 documents and more than 50 que-
ries.  
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I run an e-commerce site and I have excess inventory 
of an LCD monitor that will soon be superseded. How 
can I move this inventory out quickly?   
 
Relative query boosting allows you to promote the ranking 
score to ensure that a particular document is always dis-
played in the first N hits on the result list, provided the 
user searches with a specific query. For all other queries, 
the ranking position will not be impacted by any boost, 
thereby maintaining high levels of user satisfaction . 
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By understanding relevancy, organizations gain the room to 
be creative with their underlying business models and to ex-
periment in the presentation of results. They can apply entity 
extraction to unstructured data and dynamic drill-down to struc-
tured content, for example. Tools like these allow search users 
to determine what’s relevant to them (price, rating, availabil-
ity, etc.). They also provide a navigation experience, guiding 
users to the right answers in as few clicks as possible. 
 
Of course, the final determination of relevancy is subjective, 
and measurements of relevancy must always include user sat-
isfaction surveys. In the end, superlative search is possible 
when there are open, high performance relevancy models. 

WHO: Global provider of  IT hardware and services that uses its online 
channel for direct sales and service support  

CHALLENGE: To provide customers with efficient access to the informa-
tion needed to make informed purchasing decisions on over 14,000 
products and solutions  

SOLUTION: An intelligent and flexible search solution that provides 
highly relevant results by understanding the user’s information needs 
and query patterns. The solution avoids futile queries by applying  mul-
tiple rank models via multiple rank profiles and query mappings  

TECHNOLOGY: Advanced index profiles and multiple rank profiles to sup-
port product or support queries. Also, advanced linguistics influence 
rank based on the user’s spoken language and locale  

MINI CASE STUDY: Global IT company boosts sales with highly relevant search platform. 
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Will it be time-consuming to manage many different 
rank profiles for my user base?  

Not necessarily. The critical step is to understand the nature of the content and the 
user base. Assigning different rank parameters to specific types of content will 
simplify this process.  

  

How can I ensure that mis-spelled product queries 
are directed to the relevant page?  

Custom dictionaries can be developed to align with your specific content. Query 
terms can be detected and corrected with alternative tokenization. For example, if 
the dictionary contains the term “thinkpad”, a query for “think pad” will be cor-
rected to search for “thinkpad”.  

  

When should I activate a wildcard search?  Activate wildcards only for fields that are not data-rich (that is, they lack appro-
priate metadata). Activating wildcards for data-rich fields can impair relevancy.  

  

Where is the best place to use synonym expansion?  

It depends on the nature of the search application. Synonym expansion can be 
applied at query time or when the document is processed. In order to provide 
flexibility and ease of management, this expansion is normally performed at query 
time. This also avoids the need to re-index when new synonyms are introduced.  

  

Why does the search tool need to know what lan-
guage I’m typing in? Can’t it work it out by itself?  

To perform synonym expansion or lemmatization at query time, it’s necessary to 
know the language. Although automatic detection tools are used at index time, the 
queries are normally too short. Sometimes localization information can be used to 
determine this. If it does not prove useful, multiple dictionaries may be used at 
query time if the query is limited to a small number of languages.  

How do I deal with duplicates?  

A good search system will remove duplicates from the result set. Duplicates can be 
detected on several levels, differentiating between real duplicates and perceived 
duplicates. Field collapsing allows for the de-duping of results with identical value 
in any given result field.  

  

What is a static rank?  
It’s a query-independent, fixed rank that is given to a document during document 
processing. For instance, the CEO’s quarterly newsletter may be static-ranked as 
#1 in the result set for any query within a certain time frame. 

  

FAQ 
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Linguistic tools, such as spellchecking of queries or grammatical normalizing of content or 
queries, can greatly simplify user's search experience. However, as with most other aspects  
of search, for optimal application of linguistics it is essential to know the users. 

In the search world, linguistics is defined as the use of infor-
mation about the structure and variation of languages so that 
users can more easily find relevant information. This is im-
portant for properly using search tools in various “natural” 
languages; think of the structural differences between English 
and Chinese. It is also important to industry-specific language 
usage – for instance, the English used in an American phar-
maceutical company versus that used in a Hong Kong-based 
investment bank. 
 
Another use of linguistic tools is to determine the intent be-
hind keywords. For example, when a researcher enters “When 
was D-Day?” she is looking for information that resembles a 

date. Another example: someone who is searching an e-
commerce site for “MP3 players” would also be interested in 
hits that matched “MP3 player” or “iPod”. If the site shows 
only results for the keywords “MP3” and “players”, it may 
easily miss out on a sale. The first example improves search 
precision by combining semantic analysis (understanding and 
interpreting the search terms) with entity extraction (isolating 
known linguistic constructs). The second provides better re-
call by using lemmatization (associating variations of word 
forms) and synonym expansion. However, these tools may 
not always improve the user experience: a stock-market trader 
searching for the stock quote “BAB” would just get annoyed 
if he was asked “Did you mean BAD?” or swamped by hits 

Linguistics and Search 
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about “babies” rather than simply being given information on 
the British Airways share price. 
 
Clearly, a grasp of the linguistic features of advanced search 
engines, coupled with knowledge about the data and users of 
the search service, can greatly improve precision and recall 
and thus yield better business results. This chapter will lay out 
the main options for those building a search service and bring 
forward the main questions that must be answered soon. 
 
The many aspects of linguistic analysis 
When designing the linguistic elements of an advanced search 
engine installation, the designers must consider different lev-
els of sophistication of features in terms of their impact on 
the user experience, on the administration of the system, and 
on the complexity of the user interface.  
 
To begin with, there are unilingual and multilingual installations, 
i.e. those that treat all documents as being either of the same 
language or of no language, and those that treat them sepa-
rately. Within the multilingual category there are different 
degrees to which these languages can be treated separately, 
and there are systems that combine very different languages - 
for example, European languages with Chinese, Japanese, or 
Korean (CJK), all of which have special requirements (there is 
no symbol used for word delimitation so advanced tokenization 
algorithms must also be used). 
 

Crucially, given the differences between languages, for some 
language-specific features to work, it’s necessary to distinguish 
between them before each document enters the index, either 
manually or by using automatic detection mechanisms. Once that 
has been done, the document index can be augmented by 
extracting or adding information. The most common aug-
mentation is lemmatization - the expansion of all known terms 

in the document to their inflectional forms or their base form. 
Lemmatization enables searches to match documents with 
similar meanings but different keywords.  
 
The document index can also be augmented by using syno-
nyms, which correlate words in a much broader sense and 
allow for industry-specific terminology and acronyms. And it 
can be streamlined by the removal of stop words (words which 
are frequent but have little meaning to the search), which also 
aids recall. For example, after stop-word removal, a query for 
“President of United States” would also match documents 
mentioning “The President of the United States”.  
 
For languages that have diacritic characters (like Romance or 
Scandinavian languages) it often makes sense to consider 
character normalization (the mapping of diacritic characters 
to standard characters like {é,è,ê} à e) in order to increase 
recall. That said, in some search engines it is possible to pre-
serve and search against diacritics. 
 
More advanced interpretation of language can be done 
through entity extraction (the spotting through the combined 
use of dictionaries and syntactical patterns of certain entities 
such as people, places, product codes, prices, etc.), parts of 
speech detection, and sentiment analysis (the evaluation of the 
text’s sentiment - typically positive or negative -  based on the 
usage of language). Categorization (the identification of docu-
ments as being part of an ontology or taxonomy from rule-
based or conceptual category definitions) and the unsupervised 

clustering of documents (grouping related documents on the 
basis of their content without referring to a taxonomy) also 
leverage document semantic and conceptual interpretation. 
 
It’s important to note that some of the techniques described 
above can be applied at index time or at query time by modi-
fying the user’s search. The choice of where best to integrate 

5% of my users and content are non-English . What should I do differently for them?  
 
You will need to think carefully about the language-specific features of your search function. If people search only for content in their 
own language, or there is wide variation in the language types used (English, Polish, and Chinese for example), then it will help to have 
users specify their language in the query interface. Where there are common linguistic roots - on an e-commerce site featuring English 
and Dutch content, say - it may be easier to handle everything in the most common language – in this case, English.  



lemmatization or synonym expansion, for example, usually 
comes down to considerations of performance, practicality, 
and flexibility. 
 
Linguistic features can also be focused on the query side, 
modifying the search and turning a “bad” search into a 
“good” one. 
 
An obvious example: spelling correction (either automatic or “did 
you mean…?”). Other features aim to improve queries too. 
Phrasing (the recognition and grouping of an idiom such as 
“home run”) and anti-phrasing (identifying word sequences in 
queries that are irrelevant to the search) are good examples. 
And the tuning of the relevancy model can be used to in-
crease or decrease the importance of statistical linguistic 
analysis (i.e. tf-idf, which uses the relative frequency of words 
in a corpus of data to determine their importance). 
 
Phonetic search can be applied to structured searches such as 
name searches. In this case, it isn’t the morphological variants 
or synonyms that are identified; it’s the words that are pro-
nounced similarly. For example, phonetic search will detect all 
possible variants of “Muamar Gadaffi” (Muammar Al Ghad-
dafi; Muammar Al Qaddafi; Muammar Al Qaddafi; Muammar 
El Qaddafi; Muammar Gadaffi; Muammar Gadafy, etc.) 
 
Linguistic methods are also used when performing speech-to-
text. By analysing the phonetic models of speech, along with 
knowledge of the nature and distribution of words within 
common languages, modern transcription software is able to 
create an accurate dictation of the audio track of multimedia 

1. Better use of linguistics will im-
prove precision and recall 

 
2. Industry and user knowledge are 

needed to optimize multilingual 
systems  

 
3. Linguistic choices can impact 

hardware and performance  
 

4. Some sites should favor language 
independence  

 
5. Bad queries can be turned into 

good queries with the proper lin-
guistic tools  

My software features a search engine and my cus-
tomers worry about the installation footprint. 
What can I do with linguistics to minimize my 
hardware usage?  
 
Disk usage will vary with the amount of indexing-time 
expansion (entity extraction, synonyms, etc.) but it 
may reduce the QPS (queries per second) or function-
ality available to end users. There are two classic 
trade-offs to consider: ingestion rate vs. query speed 
and recall vs. index size. 

things you should know 
about linguistics 

5  
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files. This in turn enables the audio and video files to be 
searchable alongside other more typical formats such as pdfs 
or Word documents.  
 

Different industries, different solutions 
With such an extensive list of linguistic options, the key to the 
best user experience in terms of precision and recall is to 
work out what permutation of them best suits the business 
needs of the search application. 
 
For instance, in the case of an e-commerce application, the busi-
ness driver is to make sure the user finds the product he is 
willing to purchase. It’s important to include a dedicated the-
saurus specific to the types of products being sold (i.e. “MP3 
player” -> “iPod”).  Automatic spelling correction is another 
invaluable feature to ward off user frustration: a user who 
accidentally types “floghts to London” should still be taken to 

responses to a search for “flights to London” rather than 
having to click on a “did you mean…?” dialog box (whether 
the application automatically corrects or prompts is an inter-
face design decision). And lemmatization and spell-checking 
must be used with great care. Someone looking for “Golf 
GTIs” should not be steered towards “golfing gifts”. Ideally, 
for e-commerce, custom spelling dictionaries should be main-
tained and few or no lemmatization and stop-words should 
be used. 
 
At the opposite end of the spectrum, extensive lemmatization 
and stop-wording are essential when performing knowledge 
discovery over verbose unstructured data where meaning is 
more important than simple keyword matching. Entity extrac-
tion will also play a much bigger part to ease navigation 
through larger amounts of data. 
 
Language-specific functions such as entity extraction and 
lemmatization require knowing the language of documents 
and queries to be performed optimally. Therefore OEM inte-
grations of a search application require caution about configu-
rations that assume this knowledge, since the embedding ap-
plication will be used in a variety of contexts without the op-
portunity for tuning. 
 

What’s the effect of linguistics? 
Linguistics aims to leverage the meaning of documents or 
words outside of the keyword paradigm. It transforms queries 
– a valuable feature since users type only one or two (often 
misspelt) words on average. 
 
To determine the success of a search application from a lin-
guistics point of view, the most important metric is the number 
of empty result sets returned. If the number is too high, features 
such as lemmatization, synonyms, and spelling dictionaries 
should be investigated or refined. However, this requires that 
application manager take a proactive interest in the user’s 
search experience and work closely with industry experts and 
librarians to leverage their knowledge of the content. From a 
search user’s point of view, the usefulness of such search as-
sistants will depend on their level of expertise in the field as 
well as their familiarity with search.  
 
A novice user or one in an unfamiliar domain will favour an 
interface with the least number of options to allow natural 
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language searching. A librarian or expert will want to be able to 
select for themselves whether to use the synonym dictionary, 
and they will use the date field if searching for a date rather 
than relying on the natural language processing algorithm to 
translate “When was…”. 
 
This comes back to the key point: an understanding of users and 
their needs is essential from the content owner’s point of view. This will 
determine what types of entities should be marked up (the 
“When was D-Day” example relies of the system having 
marked up all date type content in situ so dates near the word 
“D-Day” can be identified) and whether to do lemmatization 
by expansion or reduction.  
 
Lemmatization by expansion will give the best query performance 
and is required when the language of the searcher is not 
known (for example, when there is one corporate search ser-
vice in a multinational enterprise). However, this increases the 
index size, which is costly for certain languages such as Fin-
nish or Hungarian.  
 
On the other hand, lemmatization by reduction or stemming 
modifies both the index and query terms so the language of 
the search must be known to avoid spurious and ambiguous 
results. This approach is recommended though if storage 
space is an issue.  
 
Synonym expansion at query time will affect query performance, 
but it will allow the search system’s administrators to modify 
their thesauri when they want without the need to re-index – 
a big difference from doing the expansion before indexing. 

Guidelines and recommendations 
Many common mistakes are made when configuring the linguis-
tics of a search engine.  
 
Firstly, there is the failure to use the linguistics features of 
good search tools to their full potential, especially when the 
system has a broad and varied user base.  
 
Another common pitfall is attempting to use these features 
without correctly identifying the language of the documents, 
and more importantly, the user’s first language. It’s also nec-
essary to gauge what type of service you are trying to provide: 
a multilingual search, but “one size fits all”, most likely opti-
mized for the most common language; or a targeted system 
where content is segregated and tweaked according to its dif-
ferent sources. 
 

I run a mass market classifieds Website. How can 
you help me make my interface simpler?   
 
Let’s say you want people to search for “Two bed flat in 
midtown Manhattan with two bathrooms” and they find 
“Midtown - 2 bed apt. 1 en-suite”. They key is to get the 
index to do the work instead of your users having to fill 
out forms. Bespoke thesauri, entity extraction etc. Also 
you’re running a consumer service so don’t forget to 
design the system with high query volumes and do as 
much processing index-side as possible. 
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Yet another area to watch out for is the mismatch of interacting 
components: for example, when using different processing on 
the index and query side, or when there are conflicting syno-
nym and lemmatization or stemming methods. It is also im-
portant to understand the trade-offs between hardware (disk, 
processor), index and query performance, and functionality. 
 

The fundamental steps to improve search 
From a language perspective, a poor search installation im-
plies a failure to understand the nature of the user base or the 
importance of localizing to the industry or country when pro-
viding search over unstructured content. To help head off the 
consequences of such failures, content owners and search 
providers must ask themselves some simple questions: 
» What types of queries do my users perform (natural 

language, keyword, field-based)? 
» What languages are my documents in? What is their 

nature (structured, unstructured)? 
» What languages do my users speak? And do I have 

enough multilingual users to justify optimizing for 
them separately? 

» Is hardware a primary consideration over functional-
ity? 

» Can I leverage my industry-specific knowledge to im-
prove synonym and spelling and entity dictionaries? 

 
Answering such questions and mapping the appropriate lin-
guistic tools to the subsequent platform profile will help drive 
the success of search applications in fields such as e-

commerce and knowledge discovery. Users will feel that the 
search engine is working for them; they will feel they’ve been 
“listened to” and feel confident that more relevant informa-
tion is delivered to them. Content providers will see improved 
visibility for and consumption of their information, giving them 
greater productivity and increased e-business sales. 

WHO: Major American newspaper network with growing Web presence. CHALLENGE: Make Web site more profitable by generating revenue from 
classifieds.  

SOLUTION: create a smart interface to allow highly structured searches 
and alerts for users who know what they’re looking for. At the same time, 
allow natural language search over text with highly specialised acronyms 
and abbreviations.  

TECHNOLOGY: Entity extraction and customized synonyms to power navi-
gators for advanced search, and language processing for query-side 
novice buyers.  

MINI CASE STUDY: Newspaper network taps advanced linguistic search features to drive growth in classified ads. 

Book of Search 
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FAQ 
What is an ontology?  A specific set of knowledge related to a given domain – for example, 

pharmaceuticals. 

  

Do you need to worry about linguistics with structured data?  
Usually, most linguistics features can be turned off. However, if your 
users want to do natural language queries, you will need some query-
side processing.  

  

What is meant by language morphology?  The rules and semantics of the formation and structure of permissible 
words in a given language.  

  

My data is in different encodings. How will multilingual search 
work?  

Everything should be normalised to UTF-8 but with an important ca-
veat. When importing dictionaries, it’s valuable to normalize accented 
characters for simplicity.  

  

Why does the search tool need to know what language I’m typ-
ing in? Can’t it work it out by itself?  

To perform synonym expansion or lemmatization at query time, it’s 
necessary to know the language. Although automatic detection tools 
are used at index time, the queries are normally too short. Sometimes 
localization information can be used to determine this. If it does not 
prove useful, multiple dictionaries may be used at query time if the 
query is limited to a small number of languages.  

What is a bad query?  A query that is too short and ambiguous for simple keyword matching 
to bring back relevant results.  
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Searching is becoming increasingly complex. Queries now 
include single words, phrases and questions, and whole pas-
sages and documents. In some cases, the right result can be a 
single document or answer. In most cases, the correct result is 
an array of relevant information, strengthened by precise 
navigation to related information and topics that can help the 
searcher discover other insightful results or get a more com-
plete answer. 
 
To deliver consistently superior results, you must understand 
the exact intent of the query.  You must also know what in-
formation is available, how it relates to the query, and where it 
is located. Accomplishing these goals requires a mixture of 
technologies, each with complementary strengths.  

In search, true success comes from understanding what the 
user is asking from their query.  Some user queries are simply 
stated, while others are stated in a Boolean format (“apples 
AND oranges OR bananas”), or presented as whole para-
graphs, passages, or documents with a request to “find simi-
lar” information. So the search platform must have a range of 
tools in order to accurately understand what is being asked. 
 
Two applicable technologies are Natural Language Processing 
(NLP) and linguistic analysis. NLP interprets queries posed as 
questions, phrases, etc., in part by identifying and stripping 
out terms that don’t contribute to the relevance of the results. 
Linguistic tools include capabilities that circumvent word-
sense ambiguity – for example, distinguishing between the 

Good search engines do most of the hard work behind the scenes, and thus simplify the user's 
search experience. For example, vague or misspelled queries can be refined in query process-
ing, and results can be filtered, merged and post-processed for intuitive navigation in result 
processing. 

Query and Result Processing 
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color orange and the citrus fruit. Search applications use these 
technologies to analyze human language, identify a searcher’s 
intent, and return the most relevant results.  
 

Enhancing search with QR processing 
The challenge with information retrieval revolves around two 
basic problems: 1) getting a good query from search users with the 

aim of helping them craft better questions, and 2) presenting 
“easy-to-judge” results to minimize what the user has to read 
through. For example, are a title and the first few sentences of 
an article a satisfactory result?  
 
Basic search cannot always figure out which words are most 
important. In the query “How do we replace our Social Secu-
rity cards?” is “social” more important than “security?” 

Phrases are not always obvious; do “social” and “security” 
form a phrase? Boolean formatted queries are not always 
clear; is it “social” AND “security” or “social” OR “security?”  
And the query could have an “unstated” question – the user 
may just want everything about “social security.” 
 
Turning every search request into a well-understood query 
requires analysis of ambiguous types of queries as well as al-
ternate complementary analysis capabilities. Enterprise search 
engines should analyze such queries along these four dimen-
sions: 
» Orthographic -- checking for typos, official variants (e.g., 

German spelling), etc. 
» Morphologic -- including all forms of a given word via 

linguistic normalization (lemmatization). 
» Syntactic -- entity or phrase extraction, anti-phrasing, 

removing word-sense ambiguity (orange color vs. 
fruit), etc. 

» Semantic -- applying a combination of general and spe-
cific thesauri and ontologies, automatic phrasing, etc., 
to understand the intention of the query. 

 
In order to effectively analyze the search query and deliver 
appropriate results, search applications rely on a key compo-
nent known as the “‘query and result processing” engine (see 

 
My company has an integrated search platform that connects multiple content sources from files systems, ERP 
data, and corporate applications. How can I ensure that employees can access only the information they’re permit-
ted to access?  
 
To begin with, you should look to use the underlying security principles or models for each employee, role, application, etc. 
and make this data available to the search application. You can also configure multiple rank profiles and relevancy models 
that will surface only the permitted content for the respective employee roles or groups. 



diagram later). Fundamentally, QR processing is the applica-
tion of algorithms to the original query or to the raw results 
returned by the search engine. In general, queries from the 
user come into the query processing and transformation sub-
system. This framework takes the original query, analyzes it, 
transforms it with, for example, corrections of spelling mis-
takes (“Nisan Macra” will be corrected to “Nissan Micra”), 
and then sends the query to the search engine.  
 
The node in the search matrix that receives the query per-
forms its retrieval operation and returns its results to the re-
sults-processing subsystem. The raw results are passed to the 
results-processing subsystem (which performs duplicate re-
moval), results merging (from different search nodes), sorting, 
rank ordering, etc. All results are then sent to the search user. 
In general, QR processing is measured in terms of QPS 
(queries per second) and by the perceived relevancy of the results.  
These measurements are affected mostly by the following: the 
hardware used in the search matrix, the limits imposed by 
licensing (e.g., how many search nodes), the linguistics fea-
tures available in the index, the query’s complexity, and the 
query-specific features invoked. 
 
Use of the QR processing stage depends on the complexity of 
your content, your business model, and your search goals. 
The depth and quality of processing that the search platform 
performs on content directly affects the speed and quality of 
the query results. 
 
When leveraging QR processing, search customers will typi-
cally start with the functionality that comes standard with the 
search application. Over time, they will introduce more com-
plex processing capabilities to deal with the mix of different 
data sources.  Linguistic tools such as spell checking, lemmati-
zation, and query re-writes can then help to improve the rele-
vancy of the results.  
 
Hidden within the search application is the relevancy model 
that can be tuned to meet the search needs of particular users 
or aligned to the business environment.  (This is discussed in 
more depth in the “Relevancy” chapter.) In this environment, 
simple and advanced queries would be supported, ranging 
from simple keyword searches to Boolean operators. 
 
Depending on the profile of the user, organizations may wish 
to use the appropriate security and filtering features to ensure 

1. QR processing, or query and result processing, is 
the application of algorithms to the original query 

and/or to the raw results returned by the search 
engine. 

 
2. The goal is to analyze human language to identify 

the context of the searcher’s intent in order to re-
turn the most relevant set of results. 

 
3. Loading the system beyond its query rate capacity 

will create a backlog of queries. 
 

4. The query rate capacity is limited mainly by the 
number of search rows, with multiple search rows 

providing a linear scaling of QPS. 
 

5. OEMs should leverage the query API of the search 
system rather than relying on HTTP. 

things you should know 
about query processing 5 
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that the user gets access only to the information that he or 
she is permitted to view. For example, if employees in re-
search and development search the company intranet for 
“remuneration packages,” they would likely get back only 
documents that describe HR policies in general, and not be 
able to access information on employees’ salaries. 
 
Advanced use of QR processing capabilities would see organi-
zations employing custom query transformations, which 
would automatically modify the query in order to improve 
recall or precision. An example would be geo-encoded 

searches, where the user is looking for results within a pre-
ferred distance of a particular location. Another example: 
automatic acronym transformation, where “IBM” would also 
return results for “International Business Machines” and 
I.B.M. 
 
It is also possible to request that a query term string is trans-
formed in case there are no returned hits from the original 
query. In this case, the modified query term string is returned 
so that a result page may inform the user of the performed 
transformation. 
 
On the results-processing side, advanced scenarios would try 
to improve the usability of the search interface, especially if 
thousands of results are returned. In this case, an organization 
may opt to cluster results or analyze or sort them. For exam-
ple, the query  “BMW dealership” on an Internet Yellow 
Pages site might be set up to return the categories and num-
ber of hits – for instance, “BMW dealers (12), BMW garages 
(42), BMW repair shops (17),” etc.  
 
In an enterprise environment, organizations may blend results 

from multiple systems (this is known as a federated search) so 
that users can get results from corporate file systems, or from 
the intranet, extranet, or Internet. In this case, the user inter-
face becomes critical to simplifying the viewing and consump-
tion of information.  
 
Alerting functionality is becoming popular with seasoned 
search users who prefer to have information pushed to them 
rather than searching for it each time. Here, multiple filter 
conditions (or triggers) are matched to an incoming stream of 
fresh data in the form of events such as news articles, stock 

quotes or other documents processed by the search applica-
tion. Alerts or filtered content streams are provided in real-
time and converted to appropriate applications or end-user 
devices via XML.  
 

Different industries, different solutions 
It is apparent that many facets of an enterprise search system 
need reasonable consideration before they are used in busi-
ness-critical environments. So what does query and results 
processing mean for your business? 
 
An investment bank will have vastly different knowledge discov-
ery or search needs compared to an oil and gas manufacturer. 
A bank needs tightly integrated security models to ensure that 
employees on either side of “Chinese Wall” (equity research 
teams and corporate finance teams, for instance) are granted 
access to only the information they have permission to re-
ceive. Oil and gas manufacturers also need to consider secu-
rity, but not on the same level as the bank.  
 
In an e-commerce environment, the business model focuses on 

My CMS application features a search engine, but it currently displays lists of results. How can I improve the usability without 
degrading performance during query/result processing? 
 
Consider using the analytical capabilities of the search solution – entity extraction on unstructured content and/or dynamic drill-down 
for structured data. This will allow you to provide navigational search. To protect performance, ensure that the search platform carries out 
as much of the processing as possible, and try to minimize post-processing of results. Increasing hardware (if appropriate) can offset the 
additional load on the system.  
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sales volumes, so e-commerce providers have to pay particu-
lar attention to the processing and presentation of results. If a 
search was for “PDA”, for example, linguistic processing 
would be performed (“PDA” is translated as “Personal Digi-
tal Assistant”) before the search application returns results. 
The results would be categorized by PDA brand, category, 

price, type, color, availability, etc., to allow simple navigation. 
Information/entity extraction would be used to ensure that 
consumers can complete a purchase in as few clicks as possi-
ble. High QPS and performance will have to be considered in 
this environment. If consumers have to wait more than five 
to 10 seconds for a results page, they might defect to a com-
petitor.  
 
OEM integrations of search need to consider how much lin-
guistic processing to perform on queries, and the level of 
results processing necessary for different user scenarios. 
OEM applications should utilize the standard functionality of 
the search system and interface directly with it, to leverage the 
administration and reporting tools that will allow configura-
tion and tuning as needed. 
 

Understanding the impact of QR processing 
Different search contexts call for different response profiles, 
and different enterprise objectives dictate different response 
parameters. However, most search engines use a fixed-
ranking relevancy model, which is acceptable only when the 
search solution is used in the context it was designed for. It’s 
far better – consistently superior – to integrate linguistic and 
result-processing capabilities into a holistic and adaptive ap-
proach. 
 

The holistic aspect means applying linguistic analysis across 
the board – documents, queries, results, and navigation – to 
maximize the contribution that such technology makes. The 
adaptive aspect means using the right components, leveraging 
industry terminologies, and tuning the ranking model to 
match the type of search application – from broad uses like a 
general information portal to specific solutions like shopping 
sites. 
 
As noted on the previous page, the main objectives of QR 
processing are to turn a potentially bad query into a good 
query, and to present the best results in the form that’s most 
helpful to the user. The search provider can develop modules 
for specific query analysis and results processing in order to 
offer a personalized user experience. The front-end search 

Linguistic optimization tools can be ap-
plied both on the index side and at query 
time. The choice of where to use these 
tools comes down to performance, prac-
ticality, and flexibility considerations. 
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can be configured to select particular rank profiles and pre-
sent the results in certain ways if the user group is known. For 
example, a medical application might process and display 
results differently for doctors compared to the results offered 
to nurses or to medical students. 

 
It’s interesting and worthwhile to note that the search con-
sumer may not always be a person; it may be another IT ap-
plication. In that case, the search application owner will man-
age and maintain the query and the results processing stages, 
with specific frameworks for post-processing that allow the 
results to be presented in formats that are consumable by 
other IT systems.  
 
It is rare to get a perfect search environment from the outset, 
so business managers will have to monitor the functional 
specifications, and over time refine the QR processing stage 
(using control and administration tools) to meet the evolving 
needs of the user base. 
 
Trade-offs associated with QR processing include the points 
at which processing is performed – in the core of the search 
engine, in the QR stage, or on the client side. Typically, it is 

most efficient to offload as much of the processing to the 
search platform as possible rather than trying to post-process 
all of the results.  This becomes particularly important if you 
are federating results from other content sources or applica-
tions.  

 
The filtering of results, such as removing duplicates or limit-
ing the results, can be carried out per the terms of the query 
(using the search application’s query language and con-
straints), or it can be done by the client-side application. For 
example, searching a sports category may limit only the docu-
ments written in English or Spanish. 
 
To achieve the best results, in terms of relevancy and speed, it 
is worth letting the search application do the work to return 
as few highly relevant results as possible. 
 

Guidelines and recommendations 
Generally, the metrics used to evaluate QR processing include 
QPS (queries per second), the number of results returned per 
query, and the relevancy of these results as judged by real 
users. The query load performance is measured as the maxi-

Elements of query and results processing 
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mum QPS number that the system can process with accept-
able response times.  
 
The QR processing overhead and query response time need 
to be quantified – both perceived and actual volumes.  The 
algorithms applied at query and response time need to be 
measured for speed and efficiency, especially relative to the 
time that the core engine spends in search.  
 
Among the mistakes most commonly made when organiza-
tions develop search applications are the failure to understand 
the query processing stage, and the attempt to perform too 
many calculations across a large result set during result proc-
essing. Loading the system beyond its query rate capacity will 
generate a backlog of queries, which creates higher query la-
tencies and possibly disruption of service. Depending on 
where the system bottleneck is, the backlog may cause time-
outs and retransmits. This in turn generates even higher loads 
on the search service, markedly degrading service.  
 
The query rate capacity is limited mainly by the number of 
search rows, with multiple search rows providing a near-linear 
scaling of QPS within the search engine. It is also constrained 
by the number of servers used for query and results process-
ing, which becomes especially important when using result-
processing features. It is recommended that you plan for in-
creasing query loads and upgrade the system accordingly. 
 
It is crucial to understand the performance of the query API 
on the client side. In some situations, the query API can per-
form a substantial amount of parsing and processing – for 
example, it can include result clustering and navigators with 
multiple buckets. Search users should understand this and 
design the client API appropriately. 
 
Finally, the feature set has a strong impact on the effective 
QPS. Result-side features such as dynamic duplication re-
moval, clustering of results, and result-side navigators will add 

I need very high QPS on my e-commerce site. How can I achieve this? 
 
Query rate capacity is limited mainly by the number of search rows – multiple search rows will provide linear scaling of QPS. The 
number of query and result servers is important when using result processing features. You should limit the result-side features 
(dynamic duplicate removal, result clustering, etc.) to optimize for the number of QR servers needed.  
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substantially to the load on the query/result servers. Increas-
ing the level of hardware can offset the load on the system. 
Other features like deep navigation and full wildcard support 
will also add load to the search nodes.  
 

The fundamental steps for improving search 
It’s best to take a phased approach when developing your 
search application. This will allow you to identify what works 
well and to isolate areas for improvement. It is useful to lever-
age the standard query processing options such as synonym 
expansion and automatic query rewriting. 
 
With QR processing, it is advisable to do as much as you can 
in the core of the search application. Increasing the number 
of search rows allows you to enhance the speed of processing 
and boost scalability in a near-linear fashion. Ideally, search 
providers should offload as much of the processing to the 
search platform as possible rather than trying to post-process 
all of the results, which can create latency issues. Here, the 
system should use deep navigators and avoid result-side 
(shallow) navigators; that way, the search tools will be less 
likely to return more results than is necessary per query. 
 
When returning results, it is useful to understand the result 
volume, since most search applications can return the top N 
results or the entire result set. This is a trade-off between 
speed and satisfying the need for all information. The more 
data returned, the more time it takes to stream it back to the 
search client.  
 
It is vital to understand the impact of relevancy. Most users 
and applications will need only a small subset of the entire 
result set if the relevancy model is adapted to their needs. 
Organizations are urged to understand the impact and cost of 

features that operate on an extended result set – features such 
as results clustering. 
 
In an ideal environment, the best performance and consis-
tency will come from having all content indexed by the search 
application. This isn’t always possible, however, so users 
should be aware of the impacts of federated or blended 
searches such as mixed relevancy or throughput.  
 
From an OEM perspective, it is advisable to leverage the 
query API of the search system rather than relying on HTTP. 
Generally, the query APIs and connectors will provide a rich 
and robust wrapper around the underlying HTTP interface to 
the search engine. This makes it easier to work with the 
search application and provides additional capabilities such as 
error checking and an administration interface for reporting.  

WHO: Worldwide provider of enterprise storage solutions. CHALLENGE: To provide value-added features and functions to storage 
solutions using advanced search capabilities.  

SOLUTION: Provision of unique “charge-back” model for storage manag-
ers in large organizations. Ability to handle large content volumes (50 
million-plus documents) and provide high-availability configuration, 
integrated administration, and security.  

TECHNOLOGY: Advanced query/results processing features, advanced 
administrative APIs, and integration with third-party data and custom 
code.  

MINI CASE STUDY: Enterprise storage vendor uses search as a competitive differentiator. 



Book of Search 

 45 

FAQ 
What’s a rank profile?  

The relevancy of a document with respect to a query is represented by a 
ranking value. A rank profile concept enables full control of the relative 
weight of each component for a given query (e.g., How important is the 
title relative to the body of the article?). This enables individual rele-
vance tuning of different query applications.  

  

Can I return information that resides outside of the search applica-
tion?  

Federating or blending results is possible, but you have to consider the 
consistency of the result relevance and throughput. These issues can be 
solved with additional hardware and by tuning of the relevancy model 
and the associated rank profiles.  

  

What is query transformation?  
It refers to the analysis and subsequent rewriting of a query – typically 
linguistic transformations such as lemmatization and spell checking. If 
need be, you can also plug in custom query transformation stages.  

  

What is results transformation?  

This is the algorithmic processing of search results. It includes result-set 
reordering (e.g., duplicate removal), adding navigation information 
(e.g., clustering/drill-down), and result content conversion or reformat-
ting.  

  

Can I pass results from the search system to a third-party applica-
tion?  

Search systems should be able to return results in the format that you 
require – text and/or XML. You have to understand the downstream con-
sumer’s needs so that your application returns information in a suitable 
form.  

  

Is it possible to customize the QR processing stage?  

It is possible to augment and enrich the frameworks associated with the 
QR processing stage for your application needs. Typically, this will re-
quire custom modifications. It’s advisable to seek expert advice to design 
and build the right solution in the shortest time.  
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no control of the information being fed into the search sys-
tem, so query results can be poor. 
 
Content owners and business managers can control the qual-
ity of content before it is pushed to the search application - 
although many aren’t yet aware that this is possible. 
 
This chapter highlights the business need and impact of content 
preparation, the interconnected topics of content aggregation 
(getting information into the search system), and document 
processing (analysis, transformation, and enrichment of original 
content for the purpose of indexing).  
 

Today’s public search applications have taught users to find 
information in the shortest time possible. They have specific 
information requirements that must be fulfilled. However, 
they aren’t perfect. Users often have to launch multiple que-
ries before they find the information they want. 
 
One reason for this is that queries are typically one or two 
terms in length and fairly generic. 
 
Another reason is substandard content quality – low quality 
content and poor queries will result in bad hits. If the content quality 
improves, or the content and the queries improve, users will 
get better results.  Generally, search applications have little or 

Content Refinement 
Content is the external data, from many different structured and unstructured  
sources, that is fed into a search engine. Before being stored, the content is  
refined for optimal retrieval. 



Content preparation 
The old adage “garbage in, garbage out” springs to mind when 
considering content quality. Content preparation means se-
lecting the right content, appropriately transforming and tag-
ging it, cleansing or normalizing (regular and consistent, ap-
propriate spelling or style) the content, and reducing the com-
plexity of disparate data types. Information sources may in-
clude: Web/intranet (HTML, XML, multimedia); file system and 
content management systems (Doc, XLS, PDF, text, XML, CAD, 
etc.); e-mail (e-mail text, attachments); and databases (structured 
records). 
 
This data will comprise free and semi-structured text, struc-
tured data (XML), binary files, and highly structured text and 
numeric data in the case of databases. Content preparation on 
each can vary from simply adding meta tags to deep cleansing 
of content. 
 
Typical search application use will have limited content prepa-
ration. It will include multiple data sources and types, Web 
crawls (with no special content preparation), intranet crawls, 
file system content, CMS data with standard metadata applied 
to all documents, and pushed or pulled access to database 
content that has been cleansed. 
 

things you should know about  
content refinement 

1. Clean and normalize content to achieve the 
best possible relevancy during query time. 

 
2.  Normalize content – ideally data (especially 

structured data) should be consistent and 
without duplication.  
 

3. Appreciate that ingestion of content will be 

affected by the amount and number of dif-
ferent types of data, in addition to the la-

tency of the source systems. 
 

4. Optimize document processing – remove all 
unnecessary document processing compo-

nents and choose the right processor for the 
content type and task at hand.  
 

5. Marry content with the appropriate docu-

ment processing – language detection, 
synonyms, spell checking, lemmatization, 

taxonomy classification, custom plug-ins, 
etc.  

5 
For good results, first improve content 
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Organizations may leverage some automated tools to assist 
content preparation as a first step. 
 
Advanced organizations will look to do it all, but will have a 
consistent metadata model applied to all data, including Web con-
tent. They will also add specific keywords or industry terms to 
documents to improve relevancy and search. Content prepa-
ration will be performed by editors (actual staff) or by auto-
mated workbenches to correctly tag up information. 
 
Organizations must understand the benefits and tradeoffs of 
using prepared content versus the raw form, and the benefits 
of using people over automated tools. People will be more 
accurate in the initial stages, but over time will be less consis-
tent than an automated system, and will take much longer. 
There will be a cost overhead to factor into search estima-
tions. Organizations will delegate a certain amount of the 
tagging to the content owners to enhance the “correctness” 
of content. 

As part of the preparation, organizations must close the loop of 
content and monitor the effectiveness of search and navigation, 
and manipulate it to align with overall business objectives. 
Understanding the ratio of content preparation to information usage 
will help determine where to focus efforts. Over time, content 
preparation can enhance the value of future searches dramati-
cally. 
 
Best practices in content preparation include: 
» Planning ahead - deciding which content needs to be 

prepared, by whom and at what quality level.  You 
need to factor staff-driven operations into your re-
sources, work and time estimates. 

» Aiming to increase relevancy – people use a search 
platform to find the information they need, when they 
need it.  Focus efforts on increasing the relevancy of 
the results returned. 

» Normalizing content – ideally data (especially struc-

Our IT group developed document processing-type rules and code from a previous search solution. Now we have changed pro-
viders. Can we reuse the solution? 
 
If a document processing code already exists – in Java or C++, for example – you can use it by writing a stage in the document processor 
to call out to it. Don’t waste time rewriting code. Although document processing stages need to be written in a scripting language, you 
can leverage this existing IP as scripting language with the ability to invoke other languages. 

Content Aggregation and Processing Diagram 
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tured) should be consistent and without duplication. 
» Logically partitioning multi-lingual and localized con-

tent – isolating documents on a per-site or language 
basis.  

» Striving to normalize acronyms – they can be easily 
expanded in the search system (i.e. IBM → I.B.M → 
International Business Machines). 

» Considering directed search by preparing content to 
provide multiple navigation points – product line, 
model family and price are all complimentary naviga-
tion facets against the same data. 

» Automating where possible, since information is pro-
duced and consumed at incredible rates. Use auto-
mated preparation tools to save time and reduce error 
rates. 

 
Common mistakes include expecting good results from bad 
data, failing to consider how to process the content for high-
est utilization, and ignoring the potential for error introduc-
tion by automatic data preparation. Not all systems are per-
fect 100% of the time.  
 
Organizations are urged to take a step-by-step approach. Do not 
try to prepare all content types at once; learn what works and 
then introduce no more than one or two content types per 
review cycle. 
 
The remainder of this chapter will discuss content aggregation 
and document processing.  

Enhancing search with content aggregation 
Content aggregation is the bringing together of content from multiple 
sources for the purposes of later retrieval. It is used to consoli-
date search results into a comprehensive whole. 
 
Federation of search is also important within content aggrega-
tion. Benefits of federated search include the potential for 
more complete result sets, and no need for an increased index 
size or for the associated hardware. Organizations must bal-
ance the increased flexibility with the tradeoffs of such an 
approach. Over-simplifying the search experience does not 
add value.  
 
Content is available to the search and filter/alert engine via 
the content API which acts as a broker of information. It 
performs the tasks of pulling content from the data source 
(database, CMS application, etc.) during scheduled calling 
requests and also handles the pushing the content into the 
search engine. 

We want to integrate and expand our current e-
directory offering to include multiple document 
types from multiple sources. What should I be 
aware of? 
 
Aggregating content at ingestion time requires care-
fully correlating the source documents. Aggregating 
results from multiple sources requires relevancy tun-
ing, benchmarking, and index reconstruction, all of 
which are time-consuming. It’s best to take a phased 
approach and understand the impact that additional 
sources will have. 
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The content pull approach leverages data connectors to retrieve 
the information via standard APIs or interfaces. This is the 
core technology of most search solutions, and it includes re-
trieval of Internet-based information, database information, 
or file server-based documents. The data connectors do not 
require integration programming towards the target data re-
positories although in some cases they may not provide the 
required real-time performance. In these cases API integra-
tion may be preferred. 
 
The content push approach requires that data repositories, appli-
cations or messaging middleware send the data directly to the 
search application via the content APIs. This omits the la-
tency of crawling but it requires a closer relationship between 
the content application and search engine. 

 
A traditional search approach typically implies long latency 
from the time the data is modified until the modification is 
reflected in the searchable index. This means that the search 
engine does not handle dynamic data and may not be suffi-
cient for processing real-time information.  
 
Some enterprise search solutions remove this limitation by 
scheduling frequent updates to ensure that the information is 
made searchable in short timeframes. The system takes this func-
tionality further by integrating the real-time filter engine that 
matches information against pre-defined queries as it be-
comes available.  
 
Typically, organizations will deal with multiple content 
sources, their structured and unstructured data will be semanti-
cally related through the appending of correlation IDs for 
grouping, and they will need to ingest and sub-process data as 
a single unit (e-mails and attachments). An advanced scenario 
will potentially display results based on grouping of content  – as 
in the case of an e-directory displaying a mixture of Web con-

tent (description, name, etc.) and database content (for exam-
ple, opening hours). 
 
Organizations need to appreciate that ingestion of content 
will be impacted by the amount and number of different types of data 
in addition to the latency of the source systems. Different 
types of content (doc, pdf, zip, etc.) will process within differ-
ent timeframes. The complexity of the document processing (the 
numbers of individual stages and their roles) will impact the 
speed at which content can be ingested. External factors such 
as network performance, repository speed and crawling/
spidering windows will all have an impact on ingestion 
speeds. 
 

Enhancing search with document processing 
Document processing is the analysis, conversion, transformation, 
and enrichment of original content for indexing and subsequent 
retrieval. 

Book of Search Book of Search 

”I was born not knowing and have had 
only a little time to change that here and 
there.” 
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The document processing component of a search application 
is shown below. Content flows in from the left of this sche-
matic, with content ingestion rate measured by documents 
per second per server and by the total ingestion volume 
(number of documents handled). Document ingestion rates 
are affected by hardware capacity (the number of nodes, the 
RAM on each node, disk capacity and latency, CPU usage, I/
O wait time, etc.), the amount of work the performed, and 
external lookups, where a particular stage may make database 
lookups or calls out to a Web service. 
 
Content flows from outside the system into the content dis-
tributor. The content distributor dispatches content to the 
proper component.  A pipeline processes content (serially) on 
behalf of one or more collections. The content is pushed out 
in post-processing as XML and is indexed with respect to the 
configuration of the index. 
 
Document processing can comprise one or more document 
processing stages (language detection, synonyms, spell checking, lem-
matization, taxonomy classification, custom plug-ins, etc.). These 
stages analyze the content and add or remove or transform 
data accordingly. Using this type of linguistic processing is 
vital to improving the search experience. Content can be nor-

malized using language-specific document processing, lan-
guage/industry specific synonyms (by defining dictionaries), 
etc. It is also possible to remove unnecessary content that 
doesn’t need to be indexed, such as menus, frames, etc., be-
fore it hits the searchable index. (See the Linguistics and 
Search chapter for detailed information on this topic.) 
 
Enterprise search applications usually ship various pre-built 
stages into different processing components. They are de-
signed to accept certain types of data and operating process-
ing – Web data, XML information, news, etc. Organizations 
can use the standard stages as is, or create new stages based 
on existing ones, or augment existing pipelines with stages 
that they write themselves, combining these techniques as 
they see fit. Combining processing stages provides search 
customers with document processing platforms that meet 
their specific industry needs. 
 
Queries are submitted against the index (right hand side of the 
diagram on the following page), with the critical metric here 
being QPS (queries per second). This is affected mostly by 
query volumes, query size, and complexity, and by query 
transformations such as spell checking and query re-writes. 
 

Modular Processing Stages for Flexible Content Refinement 
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Taking a closer look at normal document processing, the raw 
content is normalized and turned into structured information 
– specifically, name-value pairs. These name value-pairs are then 
sent to waiting document processors.  
 
Once the document processors have completed their task, the 
output of one document processor serves as the input to its downstream 
neighbor. At the end of this lifecycle, the document’s name-
value pairs are mapped to a field in the index. The index acts 
in much the same way as a database schema in the RDBMS 

world, defining the overall structure and constraints of the 
data it stores. The advantage here is that the scope fields will 
offer a more flexible search experience compared to the data-
base. 
 
In a typical scenario, the customer will have deployed a multi-
node solution with distributed document processing. The document 
processing nodes would be separate and distinct from the 

indexing-and-search nodes. In this case, the customer would 
employ multiple collections, use a combination of standard 
and custom document processing stages, and possibly use a 
combination of content connectors and the content API for 
submitting information to the system. 
 
In an advanced scenario, the customer would have a setup similar 
to the typical scenario. However, there would be more nodes 
involved as part of the installation, and the level of customiza-
tion of the processing components would be higher. In addi-
tion, an application submitting content would use the callback 
features of the API and would contain logic for automatic 
error detection and recovery. 
 

Different industries, different solutions 
Different business drivers apply to different industry do-
mains, and the supporting structure and quality of content is 
vastly different from organization to organization. A flexible 
and tunable search application is needed to pull disparate data 
sources together, to cleanse and process it before making it available 
for consumption via the index. 
 
Let’s consider an e-directory. Today, e-directories are facing 
intense competition from sites such as Google and Yahoo! 
Many want to protect their positions in the market by leverag-
ing search applications, and by moving their traditional print 
models online. Some are enhancing and differentiating their 
content offering by crawling and integrating local Web con-
tent, providing mapping capabilities, federating to user re-

We have a corporate taxonomy. How can we use it to 
help us with searching for documents? 
 
During document processing, you can assign sets of taxo-
nomic information to documents, prior to their being 
indexed. Subsequent searches can use this information as 
a filter and a UI drill-down mechanism.  

Some Examples of Content Refinement Stages 
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Custom-built applications use the search application’s index-
ing API to push data to the search engine. This requires all 
original data connections to be performed using the calling 
application, which controls scheduling, interfacing protocols, 
and data structures. 
 
The API supports error-logging callbacks, where actions may 
be triggered when documents fail to be processed or do not 
make it into the index. It should also support updates and 
deletions if the system has dynamic content. 
 

Understanding the impact of …  

…Content aggregation 
Public search applications have created demanding search 
users who expect highly relevant search experiences with com-
prehensive access to all content, no matter where the source data 
originates. As a result, there is a pressing need for flexible 
content aggregation tools.  
 
So the search provider must bring disparate content together 
for augmentation by the document processing component of 
the search application. OEM providers or integrators would 
develop various document processing stages that support 
specific application, content and business needs, and allows 
the manipulation of results. 
 
Key decisions must be made related to how and when to aggregate 
– ingestion time, query time or both (federation or merging of 
indexed content, for example). Performance and hardware 
costs need evaluation. Other tradeoffs to consider are the 
aggregation of content versus raw ingestion (and correlating 
via IDs), and aggregating at ingestion time versus at result-
processing time. It’s best to perform content aggregation be-
fore the content is processed and passed to the index. This 

My OEM application is suffering from submis-
sion errors. How can I fix this? 
 
When using the content API, use call-backs to de-
tect and respond to error conditions. This enables 
your program to monitor progress, report problems 
and attempt to automatically recover from submis-
sion errors.  

views (restaurants, hotels, etc.), and including other directory 
content such as White Pages and city guides. 
 
E-directories must overcome content quality (internal data-
base and Web) as well as aggregation and processing prob-
lems in order to succeed. Improving the traditional Yellow 
Pages interface is vital to provide simple digestion of addi-
tional content. Using navigators and sentiment analysis (for re-
views) and exposing database content will provide improved 
usability. This further highlights the ability to process and 
correlate structured IYP (Internet Yellow Pages) and Web 
content. Enhancing the search experience and the increased 
exposure of advertisers will potentially draw more eyeballs to 
the site and will enable the e-directory to offer alternative 
pricing models. 
 

In a knowledge discovery environment, such as an oil and gas 
provider’s intranet, there may be more human intervention in 
the preparation of content based on the complexity of con-
tent and use of specific industry terms. This can be combined 
with entity extraction tools to enhance the usability of the 
content and search experience. 
 
Support for multiple types of documents is a must with antici-
pated aggregation from file systems, CMS applications, and 
databases. Custom applications can be included in this envi-
ronment by using content APIs. Multiple document process-
ing stages will be necessary to correctly categorize unstruc-
tured and structured data; the use of synonym expansion and 
concept extraction can assist scientific researchers. 
 
OEM integrations with the document processing approach will 
leverage the search application’s built-in connector – in this 
case, the file traverser for loading content from the OEM’s 
file system. Using the out-of-the-box connectors provides the 
ability to rapidly support many repository types.  

"Knowledge is of two kinds. We know a 
subject ourselves, or we know where we 
can find information on it."  
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improves speed and accuracy of results and increases user 
satisfaction.  
 
…Document processing 
The primary objectives of document processing are to apply 
business logic to the original content, making it easily searchable, 
and to augment content with business semantics to add value when it 
is retrieved. 
 
Organizations need to consider relevancy, advanced linguis-
tics and other capabilities, including custom stages. Adding 
additional stages to document processing will impact the effi-
ciency of indexing content, but is dependent on the complex-
ity of each stage that is added.  
 
The impact of document processing is highly dependent on 
the quality of the content processed. An important factor for 

CONTENT  PREPARATION is often 
integral com

ponent of the overall  
Use subject m

atter knowledge to best prepare the  
workflow that supports business processes.   

data for later retrieval. 
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customers to consider is the cost required to clean and pre-
pare the content outside of the document processing versus 
the degraded performance ingestion rates.  
 
Customers have unique content needs that will require specific 
custom processing to ensure that it aligns with their business 
goals. Organizations need to make such decisions on a case-
by-case basis, based on their preferences, skill sets, and avail-
able time. 
 

Guidelines and recommendations 
The perceived relevancy of content and of search success is 
fairly subjective. User surveys can help an organization under-
stand the needs and concerns of its customers. The next sec-
tion of this article highlights the metrics needed to measure 
the success of content aggregation and document processing 
as well as the potential mistakes to avoid. 
 
Content aggregation 
The metrics for measuring content aggregation are straight-

forward: total content volume, format, and speed. One key 
metric to consider is the time it takes to reproduce, re-
aggregate, and re-index if the data was lost due to a hardware 
failure, for example. An e-commerce site would need to pre-
pare for the profound business impact of bad or missing data 
in the index. In this case, raw content should be stored prior 
to indexing. 
 
Document processing 
When measuring the effectiveness of document processing, 
customers should consider the number of documents per 
second per server for each node and across all nodes. This 
will help customers determine the efficiency of each system. 
In addition, customers should monitor error rates; high error 
rates indicate problems with the source content, the docu-
ment processing stages, or the configuration of the index 
profile. 
 
Common mistakes include failure to optimize the document 
processing stages, not understanding the processing data 
model, not appreciating certain index configurations, and not 
understanding which processing stages add value. Many cus-
tomers waste valuable time duplicating code and functionality 
that comes standard with search applications. 

Best-practice guidelines for improving search 
Content quality has a profound impact on the usefulness of 
search applications. Not only should organizations incorpo-
rate the cleansing and preparation of content into search ini-
tiatives, but they should look to leverage powerful content 
aggregation tools. Sophisticated document processing capa-
bilities must be leveraged to their full effect to provide a best-
in-class search application. Here are the best-practice guide-
lines: 
Content aggregation  

» Plan the aggregation strategy. Understand the data, 
and consider ingestion time versus query time aggrega-
tion. 

The impact of document processing is highly 
dependent on the quality of the content proc-
essed.  
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» Consider correlation IDs. In some cases, it can be 
enough to use an ID field to relate content (for exam-
ple, mapping zip codes or post codes from Web 
searches with IYP database content). 

» Store content locally. The search solution should auto-
matically store a local copy of content before submit-
ting it for processing. This is not necessary if the con-
tent can be quickly and easily regenerated from the 
source, or is obtained by crawling.  This allows con-
tent to be reprocessed in future based on changing 
business needs. 

» Automate the process. Content acquisition and aggre-
gation can be largely automated via scripts and appli-
cations. The less human involvement, the better! 

 
Document processing  

» Prepare! Spend time evaluating document processing 
needs and augment content as needed. Consider your 
goals carefully and be deliberate about what and how 
you process. The index might need to be updated to 
accommodate your processing. 

» Size accordingly. Use the appropriate number of hosts 

for feeding and document processing. Consider the 
impact of ingestion rates, linguistics, document size, 
etc. 

» Use existing document processing stages. Use pre-
fabricated stages where possible. 

» Optimize document processing. Remove all unneces-
sary document processing stages. Choose the right 
processor for the content type and task at hand.  Re-
move all unnecessary stages that can degrade perform-
ance.  

» Monitor the statistics of CPU usage and I/O wait time 
per stage. Add processing servers where necessary to 
tune and overlap CPU usage and I/O time.  

» Submit documents in batches. When using the content 
API, submit document in batches of between 10 and 
200 — depending on the average size of the individual 
documents.  Tune appropriately to minimize process-
ing overhead and increase overall throughput. 

» Update the index profile. Ensure that the document 
processor, index, and front-end are compatible.  Some 
document processing changes will necessitate index 
changes. Align document processing with the content 
of the index.  
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» Build a library of processing stages.  When building 
custom stages, try to solve the given problem as gen-
erically as possible. You can reuse code in subsequent 
projects. 

WHO: Global scientific publishing provider. 

CHALLENGE: To provide the most intuitive science reference site and to 
allow scientists to process and retrieve content to support their needs. 
The publisher has a wide variety of content sources and large data vol-
umes (90 million Web pages, 15 million journals) and provision of entity 
extraction and classification for simple navigated search.  

SOLUTION: Single indexing of unstructured and structured content at 
high content volumes and ingestion rates. Advanced document process-
ing and linguistic capabilities enabled results to be blended from a vari-
ety of target systems.  

TECHNOLOGY: Advanced document processing stages with advanced 
linguistics and entity extraction/classification for navigation. Document 
processors can also call out to Java and C++ custom processors. Content 
aggregation via Web crawling, files, database connectivity, and tuning of 
result processing framework.  

MINI CASE STUDY: Global publisher uses content aggregation and document processing tools to provide comprehensive scientific search 
site. 
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FAQ 
I don’t believe that the automation of con-
tent cleansing will work for me. What do 
you suggest? 

The best practice for search is to leverage automatic tools where possible. This will shorten 
the time it takes to take content in its raw form and publish it in the index. If you want to 
use staff editors for your specific vertical needs, you have to consider that normalizing 
relevancy from multiple results sets is time-consuming and imposes a management over-
head.  

  

Is there a limit to the number of document 
processors and processing stages that I 
can use? 

In theory there isn’t, but this needs to be balanced with the latency tradeoffs that may be 
experienced with too many processing stages. Using more document processors will ulti-
mately speed up the ingestion and processing of content to the index. You should map each 
processor to the type of content – Web, news, XML, etc. 

  

What is sub-processing? A set of processing stages that work to process distinct documents from the main pipeline. 
Sub-processing aggregates e-mails and attachments, for instance.  

  

How should I appropriately size the docu-
ment processing part of the search appli-
cation? 

The sizing of the document processing component depends on a variety of factors: Use of 
linguistics; required throughput; content characteristics; failover requirements; etc. As a 
simplified answer: If possible, use at least one extra host for feeding or document process-
ing.  If you feed more than 10 documents a second, use two hosts. If you use linguistics 
heavily, use two or three hosts. If you deal with large documents, use two hosts and lots of 
RAM (3 GB).  If you do all of these things, use three to four hosts. 

  

Why should I integrate my search applica-
tion with the structured data in my data-
base? Isn’t database mining sufficient? 

Search applications provide an index architecture that is well suited to both structured and 
unstructured information. Integrating with a relational database is performed for two rea-
sons: 1) relational databases are not very efficient for handling large query volumes, and 2) 
integrating a large number of different data sources into one index and one search bar 
provides a more convenient search experience. For example, an e-directory would look to 
publish both Web and database content, such as company description or offerings (Web) 
and opening hours or price catalogs (database). 
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search providers to deploy business rules at various stages of 
the search system - at ingestion, ranking, query transforma-
tion, or at alerting time. 
 
Business rule configuration needn’t be overly complicated. 
The most direct approach is to leverage the inbuilt management 
and monitoring tools of the search application. Here, business 
managers can adjust the relevancy and ranking models that 
are assigned to a particular subset of content, so, for example, 
a letter from the CEO pops to the top of each query, or a 
particular product leads the list of search results during a mar-
keting campaign.  

Organizations today are governed by business rules and work-
flow. The aim of the game is to tune the appropriate business 
rules to meet the needs of the business – and of its markets. 
But how do business rules apply to search technologies?  
 
By definition, business rules are units of logic that govern how a system 
should behave or act. For example, a business rule might state 
that no credit check is to be performed on return customers 
who are applying for insurance policies. Another rule might 
flag a “Level 3 alert” if an abandoned car has been sitting in a 
“threat hot zone” for more than 2 weeks. The search applica-
tion should be an open platform, allowing customers and 

Applying Business Rules 
to Search Relevance 
Relevance models determine the ordering of search results, but such models need not only be 
based on mathematical IR (information retrieval) methods - they can also incorporate the 
business logic at hand, to organize the answers in a way that is commercially or organization-
ally optimal.  



On the other hand, developers or IT managers can dig 
deeper, augmenting and analyzing the performance of the document 
and query processing stages to mine the query results themselves. 
That way, they can determine what queries and results do and 
don’t work well in the search system, and then configure the 
system accordingly.  

A deeper approach still is to construct a business rule envi-
ronment, providing a syntactic or declarative model for creating, 
applying, and managing rules and the actions they trigger. In 
this scenario the rules are applied to new content as it ap-
pears, performing actions as directed by the rule. 
 
Users can be more certain that they’ve got a flexible, best-in-
class search solution when they understand the impact of 
business rules management and combine that understanding 
with the functionality of built-in search features such as docu-
ment processing, index profile, relevancy/rank profiles, lin-
guistics, and analytics tools. 
 
This white paper will look closely at the impact of business 
rule management on search technologies and will review the 
options available to managers eager to leverage the capabili-
ties available in today’s search applications. 
 

Enhancing search with business rules 
Search application goals will vary significantly from one or-
ganization to another – hospitals will have different needs 
than an online careers Web site, a producer of consumer 
packaged goods, or a federal intelligence agency. The one 
common thread is the goal of displaying the right information 
to the right person at the right time – and in the right order 
without extraneous noise. Sometimes the information is sim-
ply the results of the search (as in investigating archival data); 
other times it is content set aside for further action or an alert 
to do something (as in monitoring streamed data). 
 
It is important to note the “right person” aspect of this goal. 
Within a knowledge discovery environment, user-specific 

Monitor user query behavior to refine the 
search system over time. 

things you should know 
about business rules 

1. Well-constructed content is vital. Business 
rules should augment good content, not hide 

weaknesses.  
 

2. Understand the time it takes to formulate and 
apply business rules rather than relying on the 

standard relevancy model.  
 

3. Strive to eliminate futile queries, abandoned 
sessions, and multiple similar queries by the 

same user in the same session.  
 

4. Measure, measure, measure, and refine. Incor-
porate a closed-loop system of measurement, 

reporting, and refinement.  
 

5. Business rule management allows OEMs to bet-
ter understand the impact of search on their 

applications. 

5 
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business rules should differentiate content from one role to 
another. This is where many standard web search engines fall 
down; but the requirement is important because business 
rules always have scope, and that scope is generally defined by 
the activity of the person (or role). 

 
Enterprise search engines do have this capability courtesy of 
the management tools shipped with the software. The tools 
have typically been designed to allow business and IT people 
to configure and improve the search experience so they can 
minimize time-to-relevant-information.  
 
It’s possible to configure for a particular user by monitoring 
that user’s query behavior; the search system can be refined 
over time. Such management tools usually consist of three 
main elements: rank tuning, query reporting, and user management.  
Let’s look at each in turn. 
 
Rank tuning 
Rank modifications based on business rules enable the search 
provider to influence or override the automatic ranking of 
documents – for example, by directing users to business-
generating pages. There are several techniques to configure 
the ranking of documents: 
 
Absolute query boosting: Suppose you want a document to be 
displayed consistently at a given position in the result set - for 
example, in the top position - when a user searches with a 
specific query. In this situation, you can specify a document-
query combination that assigns a fixed absolute ranking posi-
tion to a particular document. This ensures that the specified 
document surfaces within the result list whenever a user is 
searching with the specified (matching) query. You can also  
prevent individual documents from being displayed during 

such searches by giving it a ranking value of zero, for exam-
ple. 
 
Relative query boosting: This feature is valuable if you want to 
ensure that a particular document is always displayed among, 
say, the first 20 documents in the result list, provided a user 
searches with a specific query. For all other queries, the rank-
ing position of the document will not be impacted by any 
boost. Here the business manager specifies a document-query 
combination and assigns a sum of ranking points (that is, 
enhancing the document’s relevancy score) with which the 
document’s overall ranking value is to be increased whenever 
a user is searching with the specified query. 
 
Relative document boosting: This feature is useful when it’s neces-
sary that a particular document is always displayed within the 
first 20 documents in the result list, no matter which query a 
user has submitted. At the same time, the user does not want 
to assign a fixed result list position to the document. Applying 
this feature, it’s possible to specify that the overall ranking 
value of the particular document has to rank higher or must 
be increased by a certain number of points. 
 
It is also possible to manipulate the relevancy score (rank) 
related to categorization using taxonomies present in the 
user’s environment. This allows a rank boost to be applied to 
all documents within a category against all or specified que-
ries. For example, the user may want to boost the medical 
category for queries specific to a particular area of medicine. 
Boosting for specified queries may be useful when tied to 
understanding and mining the query logs from the search 
system. Here, the most frequent queries on the site may be 
considered for boosting against specific categories. 

In addition to applying the static rank tuning mechanisms dis-
cussed above, users can also adjust the dynamic relevancy of docu-
ments based on the rank profile concept, meaning that docu-
ments can be given higher ranking values based on freshness, 

Use other features, e.g. navigation, to 
support and augment the effectiveness of 
business rules. 

I run an e-directory. How can I evolve my business 
model by leveraging business rule functionality? 
 
Offer Gold, Silver and Bronze advertising packages on top of 
the paid inclusion model. For each package, you can apply 
different levels of ranking via the management interface 
and tie them to queries and keywords.  
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completeness, authority, statistics, quality, or location. Using 
the freshness parameter (how recent is the document?), recent 
news articles or press releases can be boosted so that they 
appear at or near the top of result sets, for example. This fea-
ture is discussed in depth in the SBP Relevancy white paper.  
 
Query reporting 
Query reporting or mining of the raw query logs is a task that 
is overlooked by many organizations when they’re running 
search applications. They incorrectly assume that once the 
search application is up and running, it will look after itself. 
Although the search engine is designed to continually return 
‘relevant’ results, the needs of the search user and the busi-
ness environment are constantly evolving so it’s crucial to 
understand the wider and more role-specific needs of the 
search base. This can be achieved by monitoring query trends, 
volumes, successes, zero hits, click streams, etc. and it provides the 
business owner the tools to adapt where necessary. We ex-

plore this area in more depth in our Benchmarking Search 
white paper. 
 
For example, an e-directory provider may want to know the 
total volume of queries, or the top queries processed in a 
given time period. By doing so, the company can review its 
advertising revenue business model and potentially charge 
more for particular query terms in near real-time. Conversely, 
the directory provider could also analyze the top ‘x’ queries 
that yield no results and configure the system so that search 
users are at least given an alternative path to follow, such as 
‘find similar…?’. 
 
Another example: mining the query logs of a mobile operator 
discovers that when their customers query for a song, they are 
most likely to then download its related ring tone. So, why 
not make that the follow-up question “automatically”? 
 
Ideally the management interface should convey these results 
in a simple graphical manner to shorten the time-to-action. 
Analyzing query logs is a task that organizations should take 
seriously if they value the investment in search technology. 
The frequency of analysis depends on the business need – 
every day, once per week, per month, etc. – and on the re-
sources available. 
 
User management 
Many of the elements discussed above work best when ap-
plied to specific search users or to groups of users with simi-
lar profiles. The administration tools inherent in search appli-
cations should enable simple and effective user management. Ide-

ally, they should provide configuration (creation, deletion, 
modification, etc.) for users, groups, collections, or roles, so 
that results are targeted differently towards doctors, nurses, or 
medical researchers, for example. In an e-commerce environ-
ment, it can be difficult to manage users manually with the 
administration tools. So it’s a good idea to integrate data 
from, for example, billing systems to automatically profile the 
user, not unlike the collaborative filtering functionality used 

"I don’t search, I find."  
-  Pablo Picasso  
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by Amazon.com to suggest new products to the user based 
on his or her previous spending patterns and demographic 
profile. 
 
In a typical deployment, organizations can enrich the docu-
ment processing to control the static rank. They may also 
have a customized index with multiple rank profiles, based on 
the dynamic relevancy parameters discussed above, and would 
perform the standard query processing. The management 
functionality would likely be used for externally controlling 
the boosting of documents and for reporting tasks. 
 

In more advanced deployment scenarios, search providers 
would use the features described above and then apply docu-
ment augmentation to enrich the query processing for tuning 
queries and to map them to the desired rank profiles and 
business rules. Boosting of documents (top 10, relative/
absolute boosting) will occur where queries are tied to specific 
boosting models. Search providers can implement the ability 
to restrict or block out documents from particular queries in 
addition to using advanced alerting tools. Reporting and query 
mining and analysis would be pivotal to such deployments. 
 
Finally, for scenarios where the content is streamed and the 
user model is centered on alerting rather than ask-and-answer 
querying, the role of the business rule changes from affecting 
results ranking to discovering patterns and initiating actions 
based on them. A wide corpus of content is compared against 
a control set and if a candidate for “success” is found, it is 
stored in a separate index for further investigation. The busi-
ness rules determine what constitutes a possible success. Ex-

...there is a REAL BUSINESS need  
 

 
 

 
to run business rules 

 
 and analyze query logs  

 
 

 
 

 
 

and offer reports…
 

My CRM system features a search application and I 
need to modify the ranking for thousands of individ-
ual documents. Is there another way to do this, 
rather than using the management GUI? 
 
It’s possible to bulk-load rank tuning tasks. Similar func-
tionality is provided but XML files are used as the input. 
The XML file will contain a specification of the rank modi-
fications to be performed. This approach is preferable if 
you’re able to extract the rank boost information from 
other data or applications. 
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ample scenarios are anti-money laundering, where business 
rules are used to find patterns in deposits and withdrawals; 
copyright infringement, where business rules determine 
whether or not something is a copy; and online black market 
trading, where business rules find patterns on sites that iden-
tify candidates. 
 

Alert-based business rules are generally more independent of 
the search engine, being managed through a separate – and 
often custom from user to user – management portal. They 
may be as simple as a selection of choices, or a complete logi-
cal language with the capability to group together rules into 
composite rules complete with full Boolean logic. 
 

Different industries, different solutions 
Different business rules apply to different industry domains 
and need to be configured to suit each business environment. 
Let’s look at the example of an e-commerce site. It can use the 
business rules inherent in the search solution to control which 
products and services are delivered to the customer based on 
the particular query. By tuning the system in this manner, the 
e-commerce site can promote products that deliver higher 
margins, say, ahead of other products that also match the 
particular query term – in effect, boosting them to the top of 
the results list. The impact on the top line can be profound: 
for example, such capabilities can help offload end-of-season 
stock which in turn can reduce inventory, reduce warehousing 
costs, and also give the e-commerce retailer the capacity to 
stock new and ‘hot’ products. 
 
From a knowledge discovery perspective – think of a pharmaceu-
ticals manufacturer, for example – there is a real business 
need to run business rules, analyze query logs and offer re-

ports in order to tailor and improve the search activities for 
operations such as R&D, clinical trials, sales and marketing, 
etc. Here, the analysis may pinpoint the need for custom dic-
tionaries or linguistic capabilities (spell check, lemmatization, 
synonyms, etc.) to reduce the mean number of queries or 0 
hits. In this scenario, business rules are effectively being used 
for ‘fault detection’. 

We are a large organization and our most popular query is ‘lunch menu’. How 
can I ensure that the searcher receives today’s menu? 
 
Within the search application, business rules can be configured to be time- and date-
aware. For example, if a user searches for ‘menu’, he or she will be shown the menus 
relevant for that date. Also, rules can be implemented to promote breakfast, lunch, or 
dinner menus, depending on the time of day that the search is performed.  

 
For monitoring and alerting environments, business rules are 
used to trigger activity, or isolate outliers or candidates for 
further investigation. Their value is in the dramatic reduction 
of investigative content. In other words, they act as a filter 
that removes all the unnecessary pieces and leaves only those 
that are candidates for deeper investigation. 
 
Business rule management allows OEMs to better understand 
the impact of search on their applications, and to tweak as 
necessary to improve the value-add that search provides. This 
is particularly important for CMS applications where docu-
ments are published and are subsequently available in the 
search index. An alerting functionality can be applied here to 
notify users of new content so they don’t have to search for it 
specifically. These types of tools eliminate the need for cus-
tom coding of search rules in an ad-hoc manner, and bypass 
the need to generate custom reports. If necessary, custom 
reporting can be achieved by exporting the reporting logs/
data from the search application to a third-party reporting 
tool. 
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Understanding the impact of business rules 
The search provider’s foremost objective is to provide a flexi-
ble and configurable platform that displays what the business 
owners believe is the most relevant information for different 
contextual environments. The search experience needs to be 
altered easily – without needing to write custom modules – so 
that the search application reduces the time-to-information 
and helps users avoid having to mine for what they need. By 
monitoring the end-user query behavior to refine the search 
system over time, the search experience steadily improves, 
eliminating futile queries (0 hits) and enhancing user satisfac-
tion rates. 
 
By integrating management tools with the index and rank profiles, man-
agers can ensure that the search framework aligns and supports the or-
ganization’s strategic and tactical goals. That means that in the case 
of a marketing campaign, say, more important or more rele-
vant information or products can be surfaced relative to a 
query.  Managers can also quickly test (and deploy) different 
assumptions and models based on changes in business direc-
tion or environment. 

From the IT support perspective, management and monitor-
ing tools ideally reduce the burden of custom programming and inte-
grations. They can also obviate the need to produce custom 
analysis and reports, returning more control of content to the 
business owners. However, experience indicates that business 
rules often end up being customized UI “hacks” rather than 
structured and well thought-out configurations. IT managers 
must be aware of the resulting maintenance issues. 
 
It’s also critical to balance the need for control with the trade-
offs associated with management and monitoring tools.  
Managers first need to ask themselves whether the standard 
reporting functionality – the functionality embedded in the 
search application – is sufficient for their business require-
ments. If it is not sufficient, they need to understand that it 
takes time to formulate and apply business rules rather than 
relying on the standard quick-configuration relevancy model. 
It also helps if managers appreciate the differences between 
the static business rules model and the standard dynamic 
relevancy model with its multiple rank profiles. Ultimately, 
logic on the query side will have to be defined so that the 
right rank profiles are selected. This will take time. 
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Guidelines and recommendations 
The true measures of any search application are its ability to 
return relevant results, and the time it takes for the user to 
find the information needed. It’s no longer acceptable to re-
turn futile queries, so the search system must be able to pro-
vide an ‘alternative path’ to the right information – ‘similar to…’ or 
‘people like you also liked …’  
 
By measuring the average and mean number of queries per 
session, you can understand how long it takes to locate the 
right information, or how many queries are needed. At the 
same time, monitoring the number of similar queries shows 
where there is room for improvement if the user has to re-
phrase the query several times. It is also important to measure 
and monitor session abandonment rates, where users may try 
two or more queries before giving up a search.  
 

Another area for consideration is which reporting tool to use to 
mine the query logs and which web tracking tool to use for 
monitoring click streams. Although it makes sense to keep the 
reporting of search within the application itself, this is not 
always appropriate for every organization. In this scenario, 
organizations should look for search solutions that allow out-
puts to be integrated into third-party solutions, or into home-
grown tools. Typically the output from the reporting tool will 
be in a standard ASCII text/XML format. 
 
Finally, there’s value in appreciating the additional manage-
ment and maintenance time and constraints of building and 
deploying business rules. This must be coupled with a thor-
ough understanding of the business needs and a realistic view 
of what’s achievable. It is advisable to continually analyze the 
usage trends long after deployment. 
 

Iterative operational steps for good search applications 
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In all cases, business managers can tune the search interface 
or match queries with particular content to improve the 
search experience. 
 
As noted earlier, many organizations fail to fully understand 
what they are trying to achieve before deploying search appli-
cations. Furthermore, they are likely to neglect the frequent 

monitoring and tuning aspects of search. Planning upfront will 
provide rewards later on, such as better search and results 
processing.  
 
Other common oversights include the failure to fully under-
stand boosting models and their application, and failure to 
mine the query logs for useful information. Unfortunately, 
organizations too often map queries and boosting of docu-
ments without fully considering why they are boosting par-
ticular content. Without mining the query logs, it is like the ‘blind 
leading the blind’ when it comes to refining the user experience. A cru-
cial success factor is a familiarity with the usage patterns and 
the search intent. 
 
Additionally, organizations must acknowledge the need for 
continuous and iterative measurement, reporting, and refine-
ment. Advanced users of search applications usually assign 
this task to a particular employee or business owner. That 
way, it becomes that assignee’s responsibility to continually 
monitor the search application, allowing for quick detection of 
trends and fast solutions to search trouble spots. Many e-commerce 
companies have reported increases in traffic and advertising-
based revenue by using effective search tuning and configura-
tion. 
 

Five fundamental steps for improving search 
In theory it is not difficult to put control back in the hands of 
the people who understand the dynamics of the business, but 
it can be tough to achieve in practice – especially from the 
standpoints of resources, experience, and company politics. 

That equation needs to be balanced carefully. There are five 
fundamental steps for improving search effectiveness. Here’s 
a summary: 
 
1. Understand your business rule needs – management and report-
ing tools enable flexible rank tuning, boosting, and blocking 
of documents with or without respect to a given query. These 
tools also produce reports to help business managers to track 
the efficacy of the system. 
 
2. Determine the best method for rule deployment – depending on the 
scenario and an appreciation of the trade-offs discussed 
above, it’s possible to apply other types of rules using the core 
of the search application – the document processing and 
query processing stages, the results processing stage, and con-
figuration of the index itself.  
 
3. Leverage the experience and knowledge of the search application – 
business rule tools have been configured to integrate and op-
erate seamlessly with the search framework. 
 
4. Measure, analyze and refine – use reporting tools to analyze 
query logs and measure the effectiveness of your search solu-

Business rules should augment good  
content, not cover up its weaknesses 
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tion. Get close to the reports to continually refine the search 
experience; use boosting or hard-wired queries to draw out 
important information as quickly and cleanly as possible.  
 
5. Develop a ‘search analyst’ role – this new position will be re-
sponsible for the closed-loop cycle of managing periodic up-
dates and refinements, and will make sure that the results of 
the analysis are fed back into the search experience.  

WHO: Worldwide IT e-commerce site. 
CHALLENGE: To enhance the sales throughput of its e-commerce site by 
better understanding its user base and appropriately targeting highly 
relevant information.  

SOLUTION: Knowing that well-constructed content is vital, the company 
made sure that its business rules enhanced its existing content rather 
than hiding weaknesses. The project team put anchor text and links into 
clean content so that the site became self-organizing. Navigated search 
techniques were built in to support and enhance the effectiveness of the 
business rules.  

TECHNOLOGY: Advanced business management and monitoring tools, 
rank tuning (and bulk loading of rank models) and URL boosting.  

MINI CASE STUDY: Global e-commerce provider streamlines its sales channels by using  monitoring and management tools to know its 
customers better. 
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FAQ 
What is meant by boosting?  

Boosting is the act of moving a document higher up the result set. It is 
achieved by adding points to a document’s rank value. By default, 
documents with the highest rank values are received by the user 
sooner than documents of lower rank values.  

  

What is a query log and how can I mine the data? 

The search application will track the statistics of issued queries and 
information about them, e.g. volume, times, etc. This information is 
stored in ASCII text files called query logs. The search system’s re-
porting tool will allow you to graphically mine the logs; otherwise you 
can push the data to an alternative preferred reporting tool.  

  

What is a boost point?  
A boost point is a value that is added to a document to increase its 
rank score (relevancy) relative to other documents returned in a set 
of search results. Boost points may  only be added for certain user 
queries, or across the board for all queries. 

  

How can I delegate management/reporting tasks to multiple 
business owners?  

The business reporting tool should permit multiple user ‘roles’ that 
align with admin (full control), rank tuning, reporting, and user man-
agement. Each role has its own respective rights.  

  

How can I alter the rank tuning in the management tool?  

There are several methods of doing so, such as creating saved que-
ries, managing saved queries, creating and editing document boosts, 
and/or direct input. Creating saved queries allows you to increase, 
decrease, or block the result set of a collection for the query that is 
being searched against. Managing saved queries allows you to delete 
or edit the rank of a saved query. Creating and editing document 
boosts allows a user to boost a document regardless of what query is 
entered. Direct input allows a user to create saved queries and add 
boost to documents that are not necessarily in the searchable index.  
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New computer systems are brought online daily – either as 
upgraded versions of existing installations or as completely 
new systems – and they all bring with them the potential for 
increased efficiency, lower costs, and increased revenues. 
They are optimized for maximum performance, interoperabil-
ity, flexibility, and ease of maintenance.   
 
What is your new system really worth if prospective custom-
ers can’t find what they are looking for, or if the system is 
simply too slow and they abandon your site as a result?   
 
Usability is a key component of a system’s total delivered 
value; it should be obvious to the end user how to navigate 

the system. For example, an editor should be able to manipu-
late text in an intuitive way, so it must be easy to publish and 
retrieve information from a content management system. 
Good usability also applies to search-powered systems and is 
essential for realizing a system’s full potential – studies high-
light that e-commerce sites lose approximately one third of 
prospective customers with every unnecessary click. 
 
Search usability describes how the user is guided through his 
or her interaction with the system – from start to finish. Ulti-
mately, a system’s usability is judged by its users, so it is im-
portant to follow a user-oriented design process when devel-
oping or revising a search-powered system. Understanding 

The old adage "If the user can't find it, it ain't there" is very much true for search applications 
- for both the query entry page, and the results page. Designers of search application some-
times forget that their users tend to be less technical than themselves. 

The Usability Factor 
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the user, whether they are end users, business users, adminis-
trators or developers, etc. is crucial to success. Different de-
grees of functionality should be provided to cater to the user’s 
search experience and information need. 
 
To ensure a good result, it is very useful to combine user test-
ing with other forms of usability evaluation in order to collect 
feedback during the design process, following these steps: 
» Define the search experience. 
» Align system design with the definition. 
» Let real end users test and evaluate the system. 
 

Enhancing search through usability 
You can focus on usability to enhance search by defining a 
good user experience for someone searching on your site. 
Consider these alternatives: 
» Should your search be very simple, or powerful and 

flexible? Giving the user more search choices will 
make the user interface more complex. 

» Will your users want to compare results, or will they 
want to find a single relevant result? Do you want to 
provide speed of search to keep users at your site 
longer? 

 
Your answers to these questions should evolve from these 
major design forces: 
» Know your business. What are the business reasons for 

having search at your site, and what is the nature of 
your content? 

» Know your users. Who are your users and what are their 
goals? 

 
Know your business 
Consider what role search plays at your site. In other words, 

How do I measure usability? 
 
The metrics should be aligned with how you define the user experience of your system. Often, the metrics are related to users’ per-
formance on a set of test tasks: success rate (can the user complete the task at all?), time needed to complete a task, 
error rate and users’ subjective satisfaction.  

what is the basic business case for the search you will be de-
signing? In what way does search contribute, and how impor-
tant is that contribution?  
 
For example, in an e-commerce search environment, search 
has a direct impact on the browser-to-buyer conversion rate. 
In a knowledge worker environment, search would impact 
both motivation and productivity. 



It is important to understand what makes your content 
unique, since it will influence who your users are and what 
tasks they will perform. Conversely, you may want to base any 
new content or process content on the types of users you’d 
like to attract. 
 
Know your user 
A useful technique for understanding your users is to define a 
set of personas. Each persona represents a fictional user. Each 
can be named and assigned a background, along with a job 
description, skills, hobbies, and personality. 
 
Depending on the complexity of your offering and the 
breadth of your potential user population, you should aim for 
three to ten personas. Your personas should be treated as 
external users. However, you may also want to include one 
internal persona such as a “Webmaster” or “search mainte-
nance expert.”  
 
As you work with the search design, consider each persona 
individually. Would this person understand and like this page? 
Why or why not? Working in this way also helps you to rec-
ognize that all users are not alike. 
 
User intentions (sometimes called use case scenarios) comprise a 
technique that is used to decide what functionality and con-
tent to include at your search site. You can develop a list of 
possible thoughts that each of your personas might have 
when visiting or searching your site. 
 
Set usability goals and prioritize them based on your business 
goals for search, your content and your users. It is suggested 
that you select a maximum of three to four goals and put 
them in order of importance. Prioritizing your goals may be 
difficult, but it will help stakeholders develop a consistent 
vision. 
 
Align system design with the usability goals 
Now it’s time to move to implementation. The general guide-
lines discussed later in this chapter can be used as a starting 
point for your design. In summary, they involve starting de-
sign implementation, creating a prototype, testing, refining, 
and testing some more. 
 

1. Good usability is necessary in or-
der to realize the full potential of 

your system.  
 

2. End users are the ultimate judges 
of your system’s usability. 

 
3. When designing your system’s 

user interaction, test it often with 
real end users  

 
4. Not all users are the same; differ-

ent categories of users represent 
different requirements for your 

system’s user interaction. 
 

5. In user interface design, less is 
more.  

things you should know 
about usability 5 
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Keep it simple 
Using pictures, interactive design answers two user questions, 
“What can this do for me?” and “How do I make it work?” 
 
A key concept is less is more: 
» The less text you put in a picture, the more it is likely 

to be read. 
» The fewer fields you put in a form, the more are likely 

to be used correctly. 
» The fewer graphics you include, the more likely it is 

that the user will perceive the interface as easy to use. 
 
As search becomes a more powerful tool, good interactive 
design is necessary to ensure that your users can take advan-
tage of the features you choose to offer. 
 

Different industries, different solutions 
Search plays different roles in different industries, so, you 
must define the search experience to guide implementation of the 
user interaction. 
 
In an e-commerce setting, site visitors purchase products, ser-
vices, or content. Search and search-enabled navigation help 
visitors locate what they want. The user experience can im-

pact conversion rate, customer loyalty, and the frequency with 
which a customer visits the site. 
 
Looking at a knowledge discovery situation, the users are employ-
ees, students, or clients of the site owner. The site owner has 
a vested interest in helping these visitors be more effective in 
their work or daily tasks. Search enables workers to quickly 
and easily locate job-related content, and it may help with 
basic information analysis. User experience can impact both 
motivation and productivity. 
 
OEMs integrating search technology should align the search 
experience with the behavior of the rest of the system to offer 
consistent user interaction. 
 

Understanding the impact of usability 
When considering the usability of Web sites, every visitor 
should be able to easily understand the page or site. Search 
input, results, and result navigation must also be effortless for 
users. When evaluating a page, you have to consider whether 
visitors without special knowledge will be able to understand 
it.  
 
Discussing visual design: CROCodile 
CROCodile is a simple acronym checklist technique you can 
use when talking about screen pictures. It can help you to 
focus on how the pictures communicate: 
» Contrast: What stands out? 
» Readability: Do you want to read it? Is it easy to read? 
» Organization: Is it easy to see parts, groups and or-

der? 
» Clickability: Is it easy to see what is clickable and what 

is not? 
 
Contrast: Squint at the page or screen. What jumps out at you? 
These are the elements with highest visual contrast, and the 
items that the user will usually notice first. If these high-
contrast items are also the most important items, then all is 
well. If not, then a visual redesign may be necessary. For a 
usable search, it is essential that users can easily spot the 
search function.  
 
Readability: Readability issues are especially important for re-
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 sults pages. Ask to see typical results pages with real data in 
order to judge readability. When you glance at a page, ask 
yourself, “Do I want to read this?” If your answer is no, there 
may be too much unbroken text on the page. Shorter line 
lengths, short paragraphs, subtitles, and call-outs can make 
the same text appear more inviting.  

Organization: Is the picture divided into easily perceived parts 
or groups? Organizing a lot of information into a few chunks 
makes the picture easier to understand. Users prefer well-
organized pictures, and understand them more quickly, too. 
Ideally, groups of information are arranged from top left to 
lower right. Groups do not have to be separated with lines 
and boxes.  The less you put on the page, the easier it looks to 
work with. 
 
Clickability: It should be immediately clear to your users what 
is clickable. Usability tests repeatedly demonstrate the follow-
ing points: 
» Many users don’t realize that a logo in the upper left 

corner is usually a clickable link to the home page. 
» Users do not think it is fun to wave the mouse around 

to see what is clickable. 
» Clickable text links are easier for users to notice than 

clickable pictures or graphics without text. 
» How clickable a link looks depends on what’s around 

it. (Again, contrast is important!) 
 
In general, underlined text and buttons are assumed to be 
clickable. 

W
E CAN HAVE FACTS

 
 W

ITHOUT THINKING, BUT W
E CANNOT  

 
 

HAVE THINKING W
ITHOUT FACTS  

 
 

 
 

 
 

 
 

 
 

 
- John Dewey  

Iterative Steps in Design Prototyping 
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Guidelines and recommendations 
The best way to ensure a good search user experience is to 
incorporate user-centered evaluation activities into your de-
velopment process from the start, applying a process of con-
trolled iteration: 
» Do a first draft design on paper. Evaluate and correct 

the design before proceeding. 
» Do a second draft of the screen pictures. Evaluate and 

correct the design before continuing. 
» Begin the actual implementation. During the quality 

testing and de-bugging phase, run live usability testing 
to identify remaining problems. Make corrections in 
the final days or weeks of development. 

» As part of the design, consider how you will measure 
usability once the system is in production: through 
logging, online surveys, feedback mechanisms, or con-
tinuous usability testing. Once the system is in produc-
tion, you need to track usability and attempt to iden-
tify required changes for the next version. 

Test early and often 
Clearly, the earlier a problem is detected, the less it costs to 
fix. Consider involving designers, developers, and any hands-
on stakeholders in evaluation activities such as focus groups 
or user tests, rather than outsourcing the work entirely. As 
first-hand observers, they will more easily reach consensus 
about which problems remain, and also about the relative 
importance of various problems, and focus their efforts ac-
cordingly. 
 
Internal walkthroughs 
Internal usability reviews are inexpensive and fast, and should 
be done before usability testing.  You can have a team mem-
ber assume a persona and walk through the tasks that are 
appropriate for that persona.  Internal walkthroughs work 
best when you are familiar with your users and their tasks. 
 
Expert reviews 
Usability experts perform usability tests and can predict po-
tential user problems. In an expert review, you simply have 
the expert look through your system and list potential prob-
lems.  But there are some disadvantages to expert reviews:  
some potential problems may not be identified, for example.  
Also, experts typically identify problems that won’t affect 
users. 
Focus groups 
Focus groups are good for testing site names, content ideas 
and presentation, general layout, and visual design. They can 
elicit user intentions (“Why would I go to this site?”) as well 
as user opinions about competing sites. Because they take 
place in a group setting, focus group results may be invalid if 
one or two opinionated people have been permitted to domi-
nate a group, or if the facilitator asks leading questions or 
otherwise indicates which answers are most welcome. So it’s 
essential to use an experienced and objective facilitator.  
 

Does the size of the search input field matter? 
 
Yes, in this case size matters. Make the input field long enough to encourage users to type at least two or three words. Longer queries are 
more likely to produce the results the user wants.  ? 
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User tests or usability tests 
User tests are conducted with a test user and a facilitator. Any 
number of observers may also be present. In more formal 
usability testing, observers are concealed behind one-way 
glass or observe via closed-circuit television. Prior to the test, 
a script must be written, logistics worked out, and observers 
chosen. After the last user has competed testing, problems 
must be compiled categorized, prioritized, and possible solu-
tions discussed. 

Your log will not capture the user’s intentions – just what he 
or she does. It’s best to use logs and statistics together with 
other techniques – such as analyzing click through trends, 
page impressions, points of abandonment, etc. for maximum 
benefit. 
 
Online surveys and online feedback 
Online surveys, or departure surveys, are triggered by a user 
after completing a process or action. Their biggest advantage 

 My site is an Internet-facing movie database. What would be typical user intentions for my system? 
 
It would depend on whether you target a niche audience or the broader public. For a general movie database you might have fan, 
agent, and actor as typical users. The user intentions may be mapped according to specific functionality in the following way:  

is that you can capture user intentions and user satisfaction. 
The drawback is that respondents are self-selecting; users who 
are articulate, technology-oriented, and dissatisfied often an-
swer. 
 
However, if the surveys are relevant and well-designed, they 
will help you to quickly identify problem areas. Repeating 
survey questions over time will allow you to compare user 
response to other key performance indicators (such as con-
version rate or number of results viewed). By correlating 
online survey data with changes made to the site and changes 
in key performance indicators, you will eventually be able to 
form a clear, factual picture of what is important and what is 
not. 
 

Eight steps to improve search and usability 
The discussion below highlights topics to keep in mind as you 
design your users' search experience. The ultimate goal is en-
hancing the search experience through improved usability. It 
is recommended to follow accepted UI (User Interface) stan-

User User intention Ideas for functionality 

Fan “Find a list of movies that Viggo Mortensen has been in” Names searchable 

Agent 
“Ensure that all the celebrities I represent are getting adequate 
press coverage” 

Create links on “My Page” to the sites I visit regularly, and track when 
information is updated 

Actor “Research all movies involving a certain producer/director” 
Name search, contextual navigators on person entity. Extract person 
entities based on role: Director, producer, etc. 

 
By including designers, developers and stakeholders as ob-
servers, you can use usability testing to ensure a shared under-
standing of which problems should be tackled and what the 
potential solutions might be. 
 
Usability tests can be performed on prototypes or early ver-
sions of the site. It can also be very helpful to make compara-
tive tests of competitors’ sites. It’s important to schedule us-
ability tests early so that time and resources are available to 
make the necessary changes. A test scheduled when you aren’t 
motivated to make changes is called a user acceptance test. 
This is usually a good test of the development organization’s 
sales ability, but it’s not a test of usability. 
 
Analysis of Web statistics or logs 
This form of evaluation is useful for a site that’s already up 
and running. Put in place a logging and reporting system that, 
at a minimum, regularly monitors:  
» What visitors are typing into your search field, and the 

desired results 
» Which queries yield no results. 



Book of Search 

 80 

dards – while new and novel UIs may seem better for particu-
lar tasks, if it is vastly different than the prevailing standard it 
will most likely be poorly received. 
 
1. Minimize waiting 
Slow system response almost always frustrates users. But, 
what is “slow?” The answer is relative. If you provide mean-
ingful visual feedback such as a progress bar, it tends to raise 
the thresholds; users wait a bit longer before getting irritated 
or thinking about something else. 

 
2. Make search easy to find 
When search is a supporting function on your site rather than 
the main reason that people visit, you need to ensure that 
users can locate the search function: 
» Use an input field and a search button. 
» Put search near the top of the page – usually  at the 

top right or at the top of a left-hand menu area. 
» Make sure the search tool has good visual contrast to 

its surroundings. 
» Keep search in the same place throughout the site. 
 
 

If search is the main reason for your site, you should of 
course always make the search tool a very prominent element 
on the home page. 
 
3. Provide different ways to search 
Keep in mind that your site should support the user’s search 
activity in many different ways. If you provide more than one 
way to search the same data, many users will move seamlessly 
from one form to the other to reach their goals. 
 
You can offer access to search in these ways: 
» Provide an input field and a search button. Consider 

setting the focus so the user’s cursor is automatically 
placed in the search box when the page is loaded. 

» Search by browsing and clicking text links. Make sure 
links look clickable to your users and that the text is 
concrete and descriptive. 

» Text links to search and advanced search. 

1/10 second A response within 1/10 of a second is perceived 
by the user as instantaneous. 

1 second 

From 1/10 second up to one second, a lag is no-
ticeable but not problematic. 

After one second, users will begin to be irritated. 
The degree of irritation will vary with the individ-
ual’s temperament - and grow as the lag length-
ens. 

10 seconds 
Loss of attention. The user will stop waiting and 
start thinking about something else. 

Users Patience Limit 
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4. Match advanced search to users’ needs and abilities 
If you need to have an advanced search function, put a text 
link to advanced search near the search button. Even though 
it’s called advanced search, you should not expose the Boo-
lean operators “And” and “Or” in your advanced search in-
terface unless your target user group are experts in search. 
Also avoid the term “string”, as in “search string” or “exact 
string.” Instead, use terms such as “Any”, “All”, and “Exact”. 
 
The concept of “progressive disclosure” should also be 
adopted as the search application matures. This is the unveil-
ing of progressively more complex functionality and capabili-
ties to meet the needs of users as they advance from begin-
ners to expert searchers. The aim is to avoid penalizing users 
no matter their experience. 
 
5. Optimize results lists for scanning or shopping 
Consider your users’ tasks and the nature of your content. At 
a site with a shopping search, for example, items in result lists 
should be easy to compare, and illustrations are extremely 
useful. It makes sense to use a tabular format where each 
result is the same height, with similar information consistently 
positioned. 
 
At a pay-to-search site or a site that enables knowledge work-
ers, result lists should be easy to scan. The user will be look-
ing for information that characterizes the document. In these 
situations, it is helpful to: 
» Highlight document titles and, if necessary, source the 

site – but not the whole URL. 
» Highlight searched terms. 
» Present sufficient content in the teaser to characterize 

the document. 
» Show cues for the smart searcher, such as when the 

item was last updated. 
 
6. Preserve result credibility 
Users expect results in order of relevance. To maintain credi-
bility, you should separate and clearly identify sponsored or 
featured results – even if you present them first. And ensure 
that the starting point for “natural” results will be normally 
visible “above the fold” – that is, without the user needing to 
scroll down to find this point. 
 

7. Supply a few good result navigators 
Navigators help the user maneuver and refine the result set of 
the search, and need to be present in the individual docu-
ments in your searchable index. That means that you must 
decide which types of navigators to offer before you feed the 
content into the index. 
 
There are many different ways to allow your users to navigate 
once they are working within a result set. One thing that’s 
guaranteed: if you show too many navigation and refinement 
options, you “hide” your functionality from the users. So 
you’ll need to consider carefully which types of navigators are 
best for your users and your content. 
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8. Suggest solutions instead of pointing out errors 
Give users what they asked for, even if they misspelled their 
search terms. If you can catch the misspelling, you can offer 
them a link to the results for the correct spelling. If there are 
“0 results” for what users asked for, but a spelling correction 
or synonym gives results, discreetly tell them what happened 
while giving them the results. If you changed the user’s query 
completely for some business reason of your own, politely say 
what you did and give the results you want. For example, 
“We’re sorry, we don’t have Nike, but you might be interested 
in these Adidas products.” If there is no way to tell what users 
want, it’s helpful to repeat the query to make it easy for them 
to re-evaluate or edit. You can say what happened without 
blaming the user, and give them some links to browse with. 
 
The most frequent source of “0 results” is a search that’s too 
sophisticated. Many users submit too many criteria, and some 
find it difficult to understand that they need to be less specific 
– not more detailed. 

MINI CASE STUDY: Better usability drives revenue growth for mobile phone operator. 

WHO: One of the world’s largest mobile phone operators. CHALLENGE: To tailor the user experience for multiple user groups and multiple search 
clients (i.e. mobile devices with varying screen resolution). 

SOLUTION: The user interface conforms automatically to the target device’s screen resolution, color depth, and navigation capabilities. Advanced 
content and query processing is used for extreme precision of search results. The solution cut the number of “clicks to target” from four to two; 
content browsing was reduced by 50% while content search increased by 100%. This drove a 20% increase in ring-tone revenue – within four weeks 
of launch. 
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FAQ 
What’s a taxonomy? 

A categorization or classification of entities based on a predeter-
mined system, with the resulting catalog used to provide a concep-
tual framework for discussion or analysis. For example, a car manu-
facturer may have a taxonomy based on the type of car (e.g. con-
vertible, SUV, wagon, etc.). 

  

What’s a navigator? 

A navigator is a construct that enables filtering and grouping of 
search results. For an international site, you may have a navigator 
that enables you to display only results with content in a given lan-
guage (e.g., “Display English results only”). 

  

What’s the difference between useful and usable? 
A useful system can solve all relevant user tasks, although the solu-
tion procedure may not be easy to use. A usable system is easy to 
use, although it might not solve all relevant user tasks. 

  

How many representative users should I schedule for a usabil-
ity test? 

This is a trade-off between the costs of adding “one more user” 
versus the benefits of identifying additional pain points with the 
tested system. Scheduling three to eight users is appropriate in most 
situations as you will most likely identify more than enough pain 
points to address. 
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and highlighted teasers, drill-down navigators, advanced lin-
guistic optimizations, searching across many fields at once, 
and Boolean operators. 
 
That helps explain why many new software products now 
include search features, and why existing products are up-
graded to include advanced retrieval capabilities. The decision 
for application publishers is whether to use time and re-
sources to internally develop search functionality, or integrate 
with existing search engines.  
 
Two areas where integration is typical are an authoring or 
management application such as a Document Management System 

These days, users take it for granted that every Web site or 
computer application contains a search function. It may sim-
ply be a character string matching feature, such as that com-
monly included in text editors, or it might be a database-
driven field lookup – for example, finding contact addresses 
from exact names in a Customer Relationship Management 
(CRM) application. 
 
Simple string matching is no longer satisfactory for most us-
ers, given the rise in their familiarity with search and the in-
crease in variable data types (such as Microsoft Office docu-
ments, pdfs, Web pages, and e-mail). They expect the full 
power of search, including fast query response times, dynamic 

Integration 
Search applications are often integrated into large software applications or complex informa-
tion systems. These environments are often complex, and there are multiple integration 
points; careful planning and consideration of user's needs is a good investment to ensure 
long-term success of search integration. 



(DMS), where stored content has to be searchable, and an 
industry-specific workflow and investigation tool (e.g.,  for law firms 
or for compliance in the financial services sector) where many 
external data sources are processed. 
 
If the preferred option is to license software, it is essential to 
make sure that the integration is carried out effectively. A 
successful integration will translate to a seamlessly improved 
search experience within a familiar and well-liked product 
without compromising the product’s security, scalability, or 
other key features. 
 

To build or to buy 
Most companies with in-house development teams will 
sooner or later face the buy-versus-build decision. They have 
to take into account the programming language of the existing 
application, how deep or how comprehensive the integration 
needs to be, and how much the existing technology will have 
to be customized.  
 
The advantages of developing a proprietary in-house solution 
include the complete control of development cycles and com-
mercial flexibility of pricing. 
 
The assessment will also weigh the financial consideration of 

My organization is running a sophisticated wiki 
application. Can a search engine support a suit-
able document model? 
 
The assumption is that your wiki application con-
tains many entries, each with many comments and 
updates. These would all need to be indexed as 
nested entries with their own metadata (such as 
author and edit date) to allow searching within the 
scope of a single edit or the whole wiki entry. It’s 
possible to use an XML schema that would support 
this and a search engine with advanced XML index-
ing and searching capabilities would allow querying 
across it. 

 

 
things you should know 
about integration 

1. Integration is the act of embedding third-party 
software into an application. 

 
2. In-house development of a search engine is not 

a trivial task! 
 

3. Search engine integration is done with a modu-
lar approach, using flexible APIs for content 

indexing, querying, and administration. 
 

4. Content push provides flexibility and the ability 
to integrate advanced error handling . 

 
5. A well-integrated search engine can power a lot 

more than just search. 

5 
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the time required to build and maintain an internal solution 
versus the license and royalties specified in an OEM (original 
equipment manufacturer) agreement.  So it is important to bear in 
mind the cost of developing the core engine, as well as the 
cost of the administrative and configuration utilities, scaling 
and failover mechanics, documentation, etc.   
 
Since the functionality requirements of search are increasingly 
costly, the investment required to create an offering that can 
compete with off-the-shelf solutions has never been higher. 
 
The primary advantages of an OEM search solution are its 
ability to provide world-class search while minimizing the 
financial outlay and the associated execution risks and reduc-
ing the time-to-market by leveraging tried and tested modules. 
In general, software vendors will select an OEM solution so 
they can eliminate development costs and avoid the potential 
difficulties if users are offering substandard application-
centric search capabilities. 
 

Integration points 
Despite being off-the-shelf, OEM integration will require 
substantial planning to provide a seamless assimilation of the 
two technologies. The component architecture of search en-
gines needs to be understood so that each connection point is 
identified and treated separately.  
 
There are five main areas to be considered: content aggrega-
tion, index configuration, query logic and result processing, 
user interface design, and administration and configuration. 
Below is a quick review of each: 
 
Content aggregation  
This refers to the process of feeding data to the search en-
gine’s ingestion process to create the index.  
 
The first way to feed content into the ingestion process is to 

use an off-the-shelf connector. Simple connectors are a file 
system traverser, which monitors directories for new, modi-
fied, and deleted documents, a Web crawler which does the 
same for Web pages, or a database connector which will use 
Structured Query Language (SQL) to extract structured data 
and embedded documents.  Integrators can also leverage con-
nectors dedicated to repositories, such as Lotus Notes or 
Documentum. These may be CRM applications, email sys-
tems or legacy data stores. Best practice is for the connectors 
to be preconfigured by the OEM, based on prior knowledge 
of repository installation types found at  customer sites. Alter-

My application is intended to run on mobile phones. Should I use a thin or thick client?  
 
With mobile phone applications, where bandwidth is at a premium and the possibilities with WML (Wireless Markup Language) are lim-
ited, a Java-based client installed on the phone may enable a more intuitive and fast experience. Advanced XML indexing and searching 
capabilities would allow querying across it.  
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natively, a full installation of the connector will need to be 
performed by the end client, the OEM’s professional services 
team, or by an implementation partner, although this can 
increase the installation and configuration complexity of the 
application. 
 
Using off-the-shelf connectors allows technology partners to 
rapidly support many repository types. The other option is for 
connectors to be developed using the search engine’s index-
ing API (described below). This gives the flexibility to sup-
port data sources that may be particular to an industry, or 
where no standard connectors are available. 
 
A closely coupled content-side integration leverages a content 
indexing API to push data to the search engine. When using 
such an approach, all connections to the original data store 
are made by the calling application, which then has complete 
control over scheduling, interfacing protocols, and data struc-
tures. The API also supports error-logging callbacks.  
 
Taking advantage of these callbacks, actions may be triggered 
when documents fail to be processed or do not make it into 
the index. For example, for auditing purposes a compliance or 
storage application will keep a report of all documents that 
did not get indexed. 
 
The indexing integration should include provision for updates 
and deletions if the system has dynamic content. This will be 
handled by an off-the-shelf connector if used, but must be 
built in separately when an API document push method is 
chosen. 
 

 
In my CMS application, the data can follow different templates. For instance, if used for a news site, there will be 
Headline, Byline, Summary, Date, Text, and Picture URL. The same CMS used for a restaurant review Web site will 
have Name, Chef’s Name, Address, Phone Number, Average Price, and Reviews. Do I need to allow my administra-
tors to configure the search index themselves to support this? 
 
One solution which gives flexibility to end users but does not increase complexity of the installation is for the search engine 
to be preconfigured for a certain number of index, navigator, and numeric fields. Of course, there will be a limit to the num-
ber of each type that the end client can use; and the content feeding program will be required to map “Headline” to 
“IndexField1” for example. On the other hand, it will allow every single customer of the OEM to have the same index configu-
ration, which will greatly simplify management and support. 
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Typical decisions involve whether or not to em
bed 

 
 

 
 

 
 

 
 

 
 

Whatever the method chosen, the data is then pushed to the 
document-processing stage which accepts either text-based 
(HTML, XML) or binary formats (e.g., Microsoft Office, pdf, 
or multimedia files), along with the metadata associated with 
these documents. 
 
Index configuration 
Index configuration refers to the configuration and tuning of the 
search engine. The best search engines provide a complex and 
highly tunable search experience. For example, they offer the ability 
to weight different fields within a document when searching. 
Different fields can also be configured for other purposes: 
querying, sorting, navigators, and range restrictions. Nonethe-
less, while a search engine is designed to be very flexible (in 
terms of metadata schemas etc.), a search-enabled application 
will have a common (fixed) implementation structure. There-
fore index configuration decisions should be made upfront by 
the application designer rather than by allowing end users to 
choose. 
 
Another key element when designing an index is security. 
This includes document and attribute level security. Either the 
application performs a standard search and then filters out the 
documents that the search user does not have permission to 
see, or security Access Control Lists (ACLs) are indexed as 
metadata to allow filtering by the core search engine. The 
chapter on “Security” details this, as well as all the other as-
pects of a secure search implementation such as communica-
tions encryption and user authentication. 
 
The final crucial aspect of configuration is the need to under-
stand benchmarking and the installation footprint. 
 
The OEM must consider what type of application profile is 
being supported – high-volume, high QPS (queries per sec-
ond), or both – and also understand  the key constraints. Is 
search a significant part of the solution, and will the end cli-
ents be prepared to dedicate the appropriate hardware re-
sources to the search application? Or is search just a “nice to 
have” feature that should have a minimal effect on the appli-
cation’s installation and hardware footprint? 
 
Query logic and results processing 
Query logic and results processing: this addresses the processing of 
queries and post-processing of results. 

 
within an existing page or  

 
 

screen, how to apply navigators for browsing in the result set, 
  

 
 

 
 

 
 

and whether to include advanced  
  

 
 

search options, such as m
etadata  drill-downs or filter boxes. 

  

search 
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metadata drill-downs or filter boxes. 
When designing a UI a decision must be made about the na-
ture of the client application. One option is to use a minimal 
thin Web-based client which displays data directly from the 
search engine. In this scenario, the results are manipulated 
only via templating. More sophisticated thin clients will parse 
the hit list returned from the search engine in XML, to then 
process and format the results. This is typically done in a JSP 
or a similar server-side technology. A thick client is the third 
option, where a program running on the client computer (for 
example, as part of the OEM’s existing application) processes 
the results.  
 
Administration and configuration 
Administration and configuration: these are the administrative and 
configuration UIs and APIs (the extent of which will vary 
from one technology to another). 
 
 A key goal is deciding how much of the search engine’s con-
figuration and administration is left for the end clients of the 
application, versus how much is pre-defined when the prod-
uct is developed.  
 
For  features deemed necessary for the client to tweak, the 
tools to do so must be built into an existing administrative UI, 
using the search engine’s administrative API. In general, 
though, giving direct access to the search engine’s administra-
tive UI is bad practice because it will expose too much to the 
client, creating confusion, and permitting more modifications 
than may be appropriate. It will also make each installation 
more varied and therefore trickier to support. 
 

Complex integrations and best practices 
The decision to buy versus build will be based on the need to 
leverage tried and tested technology, and to keep the com-
pany’s focus on its core competencies. Therefore, the first key 
recommendation when embedding search within another 
application is to investigate the capabilities and APIs pro-
vided, to identify which parts are reusable. Here is a quick 
look at three of those facets: 
 
Content creation  
There are two principal types of search OEM. One has appli-
cations that deal with data storage, such as a document man-

Query logic concerns the query syntax that is exposed to the 
end user or that is leveraged by the application behind the 
scenes, and any transformations between the two. It also re-
lates to relevancy configuration, such as whether to weight the 
freshness of a document in the ranking of hits and any busi-
ness-specific logic such as synonyms or query disambiguation. 
 
Regarding the processing of results, some OEMs choose to 
push into the index only the text that will be searched or fil-
tered, and not the metadata that is used for display purposes. 
One example: the quantity of items in stock for an e-
commerce site. 
 
When display information stored in the native application is 
required, the results must be post-processed, with additional 
API calls to the source performed. In cases where everything 
required in the results set is stored in the search engine, the 
search hit list can be populated directly, with the appropriate 
formatting applied.  
 
It is important to understand that if one particular field has a 
higher modification frequency when compared to the rest of 
the document, it may not be advisable to store the informa-
tion in the search engine.  
 
User Interface design 
User Interface design: this covers how both the query interface 
and the results presentation are built into the application. 
 
From a UI viewpoint, the planning of a search OEM is very 
similar to classic search design. Typical decisions involve 
whether or not to embed search within an existing page or 
screen, how to apply navigators for browsing in the result set, 
and whether to include advanced search options, such as 

 
What if my customers can define their own metadata 
— how do I set up the index? 
 
For OEMs that build horizontal and highly configurable 
products, the integration should use dynamic or scoped 
search capabilities. This way, new fields can be added by 
the client interface without having to reconfigure the in-
dex structure. 
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agement, records management, or archiving solution. The 
other provides a bridge across one or many sources, such as a 
compliance application (spanning e-mail and a DMS) or a 
litigation support tool (for example, indexing everything on 
confiscated hard drives in order to find valuable evidence for 
use in trials.) 
 
When there is only one repository of data to be considered, 
content should be aggregated  using a file system share or 
database, or by feeding documents to the content API. 
 
In that example, integration requirements should be minimal. 
For file systems, a shared folder to which both applications 
have access is used as a landing area for new documents. The 
search engine’s file traverser  monitors and indexes any new 
documents within that folder. Or, if the native application 
uses a file system for the internal storage of content, the 
traverser can be given direct access to the appropriate directo-
ries. Mechanisms to add metadata with this simple method 
are available. Similarly for the database approach: a temporary 
table can be created with the relevant information (required 
metadata, path to the binary file, etc.), the connector can be 
run against the original tables, or a view thereof. 
 
In the second option, the content API has the advantage of 
error callbacks to track the document throughout its indexing 
lifecycle. Content pushing allows the OEM to control the 
indexing flow and lag between document creation and index-
ing much more tightly. This is critical when each document 
must be accounted for, or when an action such as a re-try, or 
an alert is triggered for failed documents.   
 
Using the API approach, both binary data and metadata are 
pushed together, They are handled by the document process-
ing part of the search engine for conversion into plain text 
and manipulation. Ready to index text can be submitted in 
XML format, for example. XML fields can contain paths to 
documents, enabling hierarchical models with binary data to 
be indexed. A sophisticated OEM integration may also in-
clude complex data structures, such as hierarchical document 
models, requiring the use of XML for indexing. 
 
Enriching and modifying data can increase the effectiveness 
of queries. For example, if the application is targeted at law 
firms and indexes attorney memos and othe legal documents, 
a custom entity extraction module could be used to tag all 

legal citations for cross-referencing and navigation. When 
field manipulation is required, the data can either be pre-
treated by the source application before ingestion, or the 
framework and tools from the search engine’s document 
processing stage can be used. 
 
Data processing is also used to reduce an index’s size. If the 
application is an archiving solution,  it may be sufficient to 
index key metadata, or extracted top terms, rather than the 
whole text of each document. The removal of duplicate 
terms, or lemmatization by reduction (each word is reduced 
to its base form)  will also reduce the size of the index. 
 
Index configuration 
Search engines are used for a range of applications, with a 
variety of data and query requirements. In a backup and ar-
chiving application, for example, large volumes of data will 
need to be indexed, and disk and memory usage should be 
kept to a minimum. An online application searching a large 
repository, such as a set of scientific or legal documents, will 
be concerned with scaling in number of documents, in addi-
tion to supporting enhanced functionality and a higher rate of 
QPS. On the other hand,  a niche content owner, such as a 
provider of mobile-phone ringtones, will have a small volume 
of data but will need to maintain a high QPS. In this scenario, 
index latency will be unacceptable because it will almost cer-
tainly lead to missed sales. 
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This is one of the main areas where the OEM can reduce the 
configuration complexity of search that is exposed to its cus-
tomers: by configuring memory settings (capping which parts 
of the search engine use the most memory), or tuning options 
that increase or decrease the disk footprint (different field 
processing and types, such as integer fields, parametric navi-
gators, etc.). Based on an understanding of typical usage, 
OEMs can configure an application once so it satisfies the 
needs of most customers. 
 
Query and results processing 
One of the most common query transformations required for 
OEMs is when the application has an existing search feature – 
for  example, home-grown or from another search vendor – 
and  the users are already familiar with the syntax. 
 
More often than not, the new search engine will be able to 
support the same types of logic as the previous one (e.g., 
Boolean, nested, proximity queries, etc.) but the rules and 
syntax will be different. Therefore, care must be taken when 
writing the translation element. 
 
Another common OEM request stems from the provider 
having its own source of content over and above the cus-
tomer’s managed content. An example is a news publishing 
CMS: the technology provider may have a source of news 
feeds which the client can access as part of the license, or as 
an upsell option. The recommended solution is to centrally 
index the common data (the news feeds), using the same 
search engine technology, albeit configured to support greater 
query loads. When performing a search, the application in-
stalled at each client will fire off two queries. One is against 
the local search engine, which has local content indexed and 
the second searches the remote installation in the data center, 
merging the results locally within the search broker layer. This 
will minimize the content and installation that is managed at 
the customer’s data center. 
 

Operational integration alignment 
Commercial software packages will have best practices of 
their own, including high-availability strategies, usage patterns, 
and back-up policies. 
 
A successfully embedded search engine will be installed and 
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data display actions will be queries to the search engine, which 
holds a unique version of each document. 
 
More features can be used by the OEM to increase the prod-
uct’s appeal, or sold as functional add-ons to grow licensing 
potential without substantial development work. 
 
OEMs can further increase revenue generation with tradi-
tional search SI (Systems Integrator) work. As discussed, a key 
objective is to hide the complexity of search from the cus-
tomer. Nonetheless, the tuning of relevancy models, the add-
ing of new connectors and data sources, the development of 
industry- and customer-specific taxonomies or entity diction-
aries, and GUI design can all be positive offerings for cus-
tomers looking for a more complete search experience. 
 

Fundamental steps to seamless integration 
The most important part of integration is deciding which configu-
ration or query features to expose to the consumers and managers. 
Quality enterprise search engines are very flexible tools. They 
are designed to cope with many different types of applications 
and industries — e-commerce, knowledge management, ar-
chiving, video search, etc. 
 
 An OEM is typically targeted at a subset of the areas where 
search engines must compete – for example, a niche applica-

configured to be in sync with these application-specific poli-
cies. Only under these circumstances will the combined pack-
age of the original application and search be able to scale 
seamlessly and ensure a uniform level of service. For example, 
a DMS that scales to one billion documents will need a search 
engine that can do the same; if the search tool cannot, it will 
be obliged to offer an incomplete solution. Ideally, the cou-
pling will have be executed in such a way that when scaling or 
backing-up the core data modules, search will automatically 
and seamlessly follow. 
 
Another area of alignment is operating system and language 
support. For whatever the application already supports, the 
search engine must naturally be configured to suit. 
 

Maximizing the search ROI 
Good search tools include other features and functions on 
top of their basic search capabilities. Alerting, browsing by 
metadata, data storage, “latest news” pages, expert locators, 
and collaborative filtering are among many possible features 
that can be added to traditional search.  
 
None of those features uses search in the traditional sense of 
a box where a user enters a keyword. However, once data is 
indexed into the search engine, these are quick-win additions 
that can be used to augment a product. For example: 
 
Alerting: the integration effort has already developed a mecha-
nism pushing each published document through a conversion 
filter to extract the text. Most search engines provide a mod-
ule to match this text against predefined rules to trigger alerts 
to users. 
 
Browsing: if the search engine has indexed drill-down navigator 
information, this is used to refine hit lists. These drill-downs 
can be used for a document browsing feature (e.g.; browsing 
the content in a DMS by author, folder, or file type) which 
would be powered by parametric searches.  
 
Data storage: if size of application is a concern, one solution is 
to add search without affecting the installation footprint. This 
is achieved by replacing the existing text data storage with the 
search engine itself. That is, whereas previously the text data 
was stored in a file system or a database and the user interface 
displayed contents by sending requests to that store, now all 
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tion within one industry. Therefore, for each decision about 
design and configuration made by someone installing a search 
engine (what relevancy model to use, which fields to make 
searchable, how to tune for optimal indexing and querying 
speed), the OEM must decide whether the decision can be generalized to 
all its clients or whether the option must be left open for sys-
tems integrators or IT administrators to fine-tune the system. 
 
This is a crucial point; after all, the first line of support when 
something fails is the integrator, not the search engine ven-
dor. By reducing the number of installation permutations, the 
search engine will become easier to trouble-shoot when cus-
tomers flag problems. 
 
In addition to the above, common best-practice recommen-
dations for OEMs are to: 
» Use a content push method to enable flexibility and 

error-checking within the indexing side. 
» Modify advanced index settings to fine-tune the foot-

print of the index dependent on the impact that search 
has on the application. 

» Evaluate the pros and cons of using the search engine 
as a possible store for the data as well as an index. 

» Favor a loose integration to begin with if turn-around 
times are short. 

» Consider a deeper assimilation of the technologies 
later to increase the benefits the partnership. 

 
OEMs should be aware of the potential revenue opportunities 
arising from search - for instance, quick-win add-ons and 
potential SI-style customization work. These financial gains 
on top of the increased competitiveness of any product that 
can perform world-class search, justify the thoughtful plan-
ning that must go into ensuring seamless integration of 
search. 

MINI CASE STUDY: Storage provider adds search and chargeback to product line. 

WHO: A leading worldwide provider of enterprise storage solutions. 
CHALLENGE: To index large data volumes (more than 50 million docu-
ments per server) with high- availability configurations, integrated ad-
ministration, and security.  

SOLUTION: Stored data is tagged with hierarchical XML in varying schemas containing document metadata. This XML is pushed into the search engine 
using the content API. The charging and reporting tool gives administrators a unique birds-eye view of the usage of storage within the enterprise, 
such as data size usage per department, using analytics on navigator fields.  
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FAQ 
What is integration? Integration is the joining of two or more software systems at the 

logical or physical levels. 

  

What is an API? 
An Application Programming Interface (API) is a software interface 
that enables developers to access the features and functions of a 
hardware or software platform. 

  

What is the difference between a content API 
and a query API in the context of search en-
gines? 

A content- or document-importing API is designed to feed docu-
ments and metadata into a search engine. A query API is used to 
execute queries and obtain a hit list in a usable format. 
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The goal of a search engine is to provide easier and better 
access to information, whenever and wherever that informa-
tion may be important. Yet much of that data may be confi-
dential. Although a search engine is a gateway to sensitive 
corporate data, it also acts as a gatekeeper for such data. So 
the search engine must be thought of as a trusted computing base. 
 
Security is applied to three areas. First, in terms of managing 
end users, it is used to verify their identities and the levels of 
content that they’re entitled to access. Second, from an appli-
cation perspective, security validates that all Application Pro-
gramming Interface (API) calls are issued by authorized cli-
ents and that connectors are respecting each repository’s cor-
rect access model. Third, security is used to manage the au-

thorization control of the administrators who modify the 
search system itself. 
 
All of these elements have links to search; the most critical is 
that the permission levels for documents when executing a 
query are enforced by search software. For example, within an 
OEM environment, it’s crucial to ensure that access via the 
search interface provides the same level of security as the 
actual application.  
 
The same challenge occurs when connecting to a third-party 
application such as a Document Management System (DMS) 
where the access control model must be reverse-engineered. 

Search engines are built to provide easy access to available information - but in an enterprise 
setting, it is essential that this information is delivered in a secure way. Good solutions man-
age to combine and balance security requirements with search performance and scalability. 

Security 
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The context for document-level security  
It is essential to the maintenance and scalability of an organi-
zation’s IT systems that different employees all use the same 
IT infrastructure and servers. This may seem obvious, but 
good security relies on all the systems in use having the ability 
to segregate and protect data, and giving document access 
only to those who are entitled to it.  
 
This is particularly sensitive with respect to “Chinese 
Walls” (barriers between employees to avoid conflicts of in-
terest) and to other confidential data such as employee sala-
ries. Using folder and document-level access control within 
applications is the most common corporate practice to ensure 
appropriate privacy. This access control logic must then be 
respected by other applications connecting to the content, 
including search engines. 
 
One solution is to use index-based access filtering, where the 
search engine indexes Access Control List (ACL) information 

along with each document, and resolves permissions at query 
time, acting as a sophisticated metadata filter. Users only see 
documents within a hit list that they have sufficient creden-
tials to view. This is the most scalable solution, but only some 
search engines provide this functionality. 
 
To begin with, the connector must be able to extract ACL 
information from the document repository. This information 
will describe the users and groups that have different access 
levels – who has read and write access, who has read-only, 
and who is denied access. In the case of an NT file system, 
this access information is contained within the operating sys-
tem metadata, whereas within a DMS, an API call normally 
allows the data to be extracted for each document. The ACL 
is then processed and normalized before being added as spe-
cial metadata within the search index.  
 
The query-side application determines which groups a user 
belongs to, and group resolution will be performed across 
multiple repositories if necessary. The search solution must 

Some Elements of Search Security 



either maintain a cache or have access to an up-to-date map-
ping of this information. The other solution is to resolve the 
user-to-group mapping at index time. This is not recom-
mended as the ACLs will potentially grow very large, and each 
time a group is modified the ACL must be re-indexed. This 
will cause a large numbers of document updates. 
 
After the above steps (extracting ACLs and resolving group 
membership) in an index-based strategy, the search engine is 
responsible for resolving and enforcing the actual access con-
trol.  
 
Instead of embedding the access permission information in 
the search index, an alternative way to handle document-level 
security is to check entitlement in real-time against the source. 
For each hit, the search application will check the user’s ac-
cess rights against the repository.   
 
By and large, this solution does not scale since the front end 
will have to retrieve a potentially huge number of results for 

each query to find enough authorized documents. This also 
adds load to the document repository. 
 
An intermediate solution is to combine the two methods. The 
search core can filter the results, perform a final real-time 
check to verify that a user’s permission has not been down-
graded, and filter out documents for which the user has lost 
privileges. This will increase security in between index updates 
at the expense of query performance. (If the feeding process 
and index freshness are correctly configured, this should not 
be required.) 
 
Location sensitivity is built into some systems. This is modify-
ing security at point of login where the access model for con-
tent is modified or overridden based on where and how a user 
connects to the search environment. For example changing 
access depending on connection type (public, DMZ, behind 
firewall, wireless, wired) and device type (workstation, laptop, 

things you should know 
about security 5 

1. A system is only as secure as its weakest link. 
Don’t spend time and money on traffic encryp-

tion and yet allow staff to leave print-outs of 
confidential data lying around!  
 

2. Document-level security means that individual 

documents cannot be accessed by other au-
thorized users of the system.  
 

3. System-wide security means locking down 

against unauthorized access using encryption, 
IP filtering, and OS-level security.  
 

4. Index-based ACL mapping is faster and more 

scalable than post-query filtering.  
 

5. Search engines typically rely on being in-
stalled within a secure environment to main-

tain complete data integrity.  

A search solution must be integrated into 
the security fabric of the organization or 
of the host IT shop. 
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PDA, cell phone). These complex rules must be reflected in 
the search engine, and may require a hybrid approach. 
Collection-level security may also be used. Here, the applica-
tion tier will assign different authorization levels to various 
collections within the search index. End users will then have 
access to the set of collections that map to their authorization 
levels. 
 

Searching within a secure environment 
Document-level security is the most important element of 
deploying a search engine in a secure installation. Other areas 
to consider when searching within a secure environment are 
protecting data access and transfer to and from the search 
engine. 
 
Assuming that the search engine is returning protected infor-
mation, the connectors must have access to all secure data 
and must authenticate to the applications sourcing it as highly 
privileged users. A wide range of security protocols are in use 
among all potential sources, although using connectors hides 
many of the application-specific details such as native APIs. 
The other option to get content into a search index is for the 
repository to push data, rather than having connectors pull 
data. In principle, this does not change the requirements for 
authentication between the application and connector, al-
though the specific details change. 
 
Server-level security is required in order to protect the integ-
rity of the trusted computing base itself; it can be accom-
plished using firewalls, and by ensuring that all traffic, within 
and through the firewall (query, content feed, and administra-
tive access) uses appropriate encryption and security proto-
cols. 
 
In addition, user authentication must be enforced to ensure 

that only authorized individuals are granted access.  Typically, 
the search interface is embedded within an application or 
portal that performs this authentication. One set of authoriza-
tions govern search user access to collections and documents.  
Another set of authorizations governs administrative user 
access to various administrative functions, although the issues 
of user authentication and authorization are much the same. 
It’s recommended that even if query access is not restricted 
(such as in an e-commerce or Web search scenario), authenti-
cation always applies to the administration console. 

Designing a secure system 
Security is a complex topic. When designing a secure system, 
the first rule is to plan ahead, to understand what the users 
really need and what the corporate IT infrastructure can real-
istically accomplish. For example, a single sign-on (SSO) solu-
tion is generally recommended for knowledge management 
projects, or where the search index spans multiple authoriza-
tion-controlled repositories. However, if the merging and 
unifying of authentication and usernames across all reposito-
ries is not already in place, the search roll-out may be delayed 
if it is waiting for an SSO implementation. 
 
Integrating the search system with the corporate central secu-
rity directory (i.e. Microsoft ADS, LDAP or Netegrity) is also 
recommended for seamless and secure document access. 
 
Collection-level security can be used when there is a division 

I am integrating search into my secure application. The push mechanism for indexing is using 128-bit encryption to secure the 
data. Is that safe enough? 
 
N-bit (such as 128-bit) encryption means that the key required to decipher the encoded data has a length of N. For brute-forces attacks, 
N is a measure of how difficult an encryption algorithm is to crack, since it determines how many permutations must be tried in order to 
find the correct key. For example, even if a computer could test one trillion keys a second, it would take two million years to decipher a 
128-bit key. It is assumed that for at least the next 10 years, 128-bit encryption is virtually unbreakable.  

Search security must work in conjunction 
with other IT security mechanisms and 
policies. 
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of data without much granularity. It is useful for departmental 
separation of information in a company, or when the underly-
ing repository has no security. For instance, there may be two 
servers for shared documents, one for marketing and the 
other for finance, where the separation is enforced by com-
mon usage rather than Active Directory. Collection-based 
security could be chosen to enforce this practice.   

 

Choosing the correct document security model 
Once the security model of the application has been deter-
mined, the focus becomes the correct replication of all under-
lying access control mechanisms.  
 
When reverse-engineering of access control models is not 
possible or is undesirable because of the system’s complexity, 
or an index-based solution is unacceptable due to the security 
latency, the best recommendation is to perform post-filtering 
of the search results against the source to remove unauthor-
ized documents. For instance, dynamic access managers 
(using the time of day, the client’s IP address, or the strength 
of the authentication mechanism to govern access to data) 
require degrees of sophistication that may be prohibitive to 
ACL mapping. 
 
However, with this approach, when a user requests N hits, 
the filter will often need to request much more to account for 
those that will be removed. In particular, as the number of 
documents in the index grows and the ratio of documents 
that each person can see diminishes, query performance will 
drop. Additionally, even for small indices, performance is 
often worse because of the time needed to submit requests to 
the source. Therefore, the index-based approach to document 
security is more scalable. 

If there is no way a connector can extract access control in-
formation on a per-document basis (for example, if it is not 
supported by the underlying API) it will be necessary to fall 
back to a query-time filtering approach. Caching is then used 
to increase the speed of searching. Generally, this is worth the 
extra engineering effort because a user will often search for 
related themes where the same documents appear in hit lists 

or repeat the search to review the results. The benefits of 
caching user-to-document matches will therefore be apparent. 
 
If the preferred approach of index-based authorization is 
used, there should be no issues for the integrator or search 
development team in the case of a connector purchased with 
built-in document-level security. On the other hand, for cus-
tom connectors and push mechanisms, where the application 
developer is responsible for designing the security, it’s impor-
tant to scrutinize the ACL model. There will inevitably be 
caveats and individualities from one source to another which 
must be studied for both the query logic and the ACL crea-
tion at document processing time. 
 
Results granularity need also be considered, where the docu-
ment is not the atomic unit of security. A proper security 
model should support property-level security, i.e. which fields 
can be viewed. 
 
The final element to the index-based method is building the 
user-to-group mapping. This can be cached within the appli-
cation session to avoid slowing down queries. If a further 
update latency is acceptable in exchange for faster login times, 
an external cache can be updated on a schedule. 
 
The downside of index-based mapping is the lag between an 
ACL being updated and the search index being notified. This 

I have Exchange and Documentum with NT usernames and Lotus Notes which use their own conventions. Can I still do secure 
search in one pass across all three sources? 
 
Assuming an index-based security solution, each document contains an ACL which will contain users and groups in the repositories’ own 
formats. The tricky part is for the front-end application to determine the Domino and NT names for a user once he or she has been au-
thenticated. This information will typically be stored within an LDAP-compliant directory or a SSO product. Once that information has 
been obtained, the front end can find out what groups the user belongs to in each domain and then send all that information to the end 
user, together with the query text.  
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is usually acceptable, as the lag period will actually be very 
short.  In addition, the false positives returned will be docu-
ments that the searcher was able to view during the last up-
date cycle.  
 
However, some system managers feel that this represents a 
security hole. It may be unacceptable for users whose docu-
ment-access privileges have been revoked to see a document’s 
title and teaser within a hit list. In such circumstances, a 
mixed approach is recommended, with a last-minute check 
performed in real-time. This approach benefits from some of 
the scaling advantages of the mapped ACL solution along 
with the real-time validation of a post-query filter.  
 

The fundamental steps for improving search 
There are two key takeaways regarding search and security. 
First, index-based ACL resolution is faster and more scalable 
than post-query results filtering. Second, search engines are 
only as secure as the firewall and the user authorization infra-
structure they reside behind. 
 
Developers sometimes attempt to break a search engine’s 
security mechanisms, since the time taken to crack a system is 
seen as a measure of its integrity. 
 
In fact, an IT manager’s main concern will be the security 
surrounding the search engine. For the engine to function 
properly, it requires only a very limited amount of access from 
third-party applications. Therefore, the way to secure a search 
engine is to deny access to it, which entails: 

» Putting all search engine components on the same 
network behind the same security infrastructure. 

» Securing the hosted systems by IP address and port. 
» Encrypting communication between the calling appli-

cation and the query server. 
 
In this way, the search engine simply becomes another server 
that needs to be protected, but will not open any security 
holes in the company’s IT infrastructure. 
 
When designing secure search, the principal goal is that cor-
rect document level security must be ensured, but it must be 
imperceptible from a performance and scalability perspective. 
It needs to meet these criteria: 
» The search provider must feel confident that no infor-

mation will leak. 
» Users need to be assured that no unauthorized people 

will see their data. 
» IT managers must be able to support search for multi-

ple user groups within the same IT infrastructure. 
» Business managers need assurance that the search 

technology used will enforce the corporate security 
policies. 

 
With a well-designed and well-planned index-based security 
model, all of these criteria are attainable without compromise 
to search speed or scalability. That way, every stakeholder can 
feel confident about the integrity of the search application. 

MINI CASE STUDY: Entertainment portal rolls out scalable secure search. 

WHO: Italy’s largest information and entertainment portal. 
CHALLENGE: To allow secure search across a wealth of data from many 
sources, including 4 million intranet documents and 6 million crawled 
documents with over 20,000 user sessions per hour.  

SOLUTION: Multiple connectors (Lotus Notes, File Traverser) all indexing ACL information from the source, with connector surveillance to monitor for 
ACL updates that can be quickly pushed to the search index. In the front end, a Single Sign-On is used for document retrieval. The application also 
links to both Active Directory and Lotus Notes for user-to-group resolution. 
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FAQ 
What is AD? Active Directory (AD) is a Microsoft service that identifies all resources on a network 

and makes them accessible to users and applications. 

  

What is LDAP? The Lightweight Directory Access Protocol (LDAP) is a set of protocols for accessing 
information directories. AD is an example of an LDAP-compliant directory 

  

What are an ACL and a DACL? 
An Access Control List (ACL) is a set of data that tells an operating system or applica-
tion what access rights each user has for an object. A DACL (Discretionary ACL) is a 
user-controlled ACL. 

  

What does encryption do? 
An encryption algorithm modifies data so that it’s unreadable to applications except 
those for which it is intended. Decoding the information requires knowledge of the 
algorithm and either one or two (public and private) keys. 

  

Can an index-based ACL solution show users documents 
that they don’t have permission to see? 

No. In certain circumstances users may see the title and teaser of a document they 
previously had permission to see (their permission may since have been removed.) 
They will not be able to see the actual document, though, since the underlying appli-
cation will perform its own authorization check when requesting the original. 

  

What are Chinese Walls? 

Chinese Walls are the internal policies put in place, typically in financial organiza-
tions, to restrict communication between different teams within the same company. 
The goal is to segregate knowledge transfer where a conflict of interest is possible, 
for example, between teams working on different sides of a same deal. 



 

 



Book of Search 

 105 

Time really is money! Any lengthy wait for search results to appear on the screen is time that 
could be spent doing something more productive. Out-dated information can also be costly, 
even if it’s only a matter of a few seconds’ delay: just ask any stockbroker or emergency room 
doctor. 

Users who have enjoyed millisecond response times when 
searching large bodies of data no longer tolerate slow queries 
or large indexing latency. However, providing a scalable, high-
performance search offering is predictably not simply a mat-
ter of choosing adequate software. User satisfaction comes 
from having the correct software and hardware configuration 
based on the most important performance and fault tolerance 
requirements. 
 
A search service that meets those requirements typically relies 
on identifying key metrics and on specifying the hardware and 
software appropriately. From a performance point of view, 
the metrics include the total number of documents to be in-

dexed, the required ingestion rate, the acceptable indexing 
latency (the time between a document addition or change and 
the index being updated), the number of queries per second 
(QPS) that can be handled, and the target end-to-end average 
response time. A Web search engine will primarily be con-
cerned with handling a high QPS rate; an archiving solution, 
which may be indexing billions of documents, is most con-
cerned with minimizing the number of servers required to 
contain the index and maximizing the ingestion rates when 
bulk loads of documents are added. In this chapter, we will 
examine the characteristics of high-performance search in 
more detail.  
 

High Performance Search 
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The three dimensions of scaling 
High-performance search grids can scale along three dimen-
sions: document volume, QPS, and indexing speed and la-
tency. Scaling by volume is achieved through distribution and 
QPS through replication; the third dimension, document in-
dexing, scales with the resources allocated to content aggrega-
tion and processing. In a well-designed system using leading-
edge technology, all three dimensions should be able to scale 
linearly, independently and simultaneously. That way, the 
desired performance targets can be achieved along each of the 
three axes within the most cost-efficient architecture.  Below 
is a review on how those three areas are considered when 
designing a high performance system. 
 
Document Volume 
In a typical large-scale system with one logical index, the ac-
tual index may be shared across multiple machines, where 
each segment of the content is contained within one column 
(see diagram). 
 
Imagine a situation in which one terabyte of raw data trans-
lates to 300 million records of varying size. Based on the re-
quired functionality and the search technology chosen, it may 

be decided that up to 40 million documents would be indexed 
into each node. So the full index will be spread across eight 
columns, with each column containing 37.5 million docu-
ments. This decision is driven by the scaling of the search 
engine – that is, the point at which the search engine’s ability 
to perform queries within the desired average response time 
range drops with the increase in number of documents. This 
tipping point varies with the search engine technology, the 
average document size, desired freshness, and the available 
hardware (especially memory and disk space). It will also be a 
factor of the index features chosen, such as lemmatization, 
navigators, and additional metadata fields. 
 
Once a strategy has been decided, it’s necessary to deploy 
software components for the division of data and the merging 
of results so that one logical index can be broken into many 
nodes. Distribution components allow the documents being 
ingested to be evenly spread across the nodes of the matrix. 
Typically, the algorithm for distribution will be a simple ran-
domizing function, statistically ensuring an even distribution 
across the nodes. It’s preferable to consult with search experts 
if another distribution model is used (based on creation date 
or source, for example) or if the number of documents grows 
substantially beyond original expectations. 
 
A query dispatching module will broker each query received 
to all the nodes of a row, and merge the results set to provide 
one single hit list to the end user application, regardless of 

Multi Node Search Installation 



how many underlying nodes were present. Therefore neither 
the user interface (UI) designer nor the end user needs to see 
the complexity of the underlying matrix. 
 
Query Volume 
Scaling to high query volumes is guaranteed by scaling the 
number of rows. That is, if all the documents in a search in-
dex are contained within M instances of the search engine, 
these M servers are said to represent one row. To increase 
either query performance or fault tolerance, more rows are 
added as duplicates of the primary row. Commercial load-
balancers are normally used to balance queries between the 
various rows, since no logic specific to the search engine is 
required here. 
 
Assuming that the hardware is identical among all nodes, the 
scaling of QPS is near-linear with respect to the number of 
rows since there are no interactions or co-dependencies be-
tween them. If N rows are needed for a target QPS number, 
N+1 will give a fault tolerance, allowing one row to fail while 
maintaining the target QPS. 2xN will support double the 
query volumes with no drop in search performance.  
 
The above example has explained how to scale QPS and 
query response times from the search engine’s standpoint. In 
fact, there is a critical difference between the perceived query 
time and the search engine’s time (i.e., “Results 1-10 of about 
10,000 (0.XX seconds)” from a Web search). The end user 
measures the total query throughput – the elapsed time from 
when he or she enters the query to when the results appear. 
This period obviously includes the time spent in the search 
engine, which in turn is affected by the size and complexity of 
queries, any query transformations, the number and complex-
ity of navigators used, document-level security, the type and 
levels of sorting, the linguistic features applied, and of course 
the core technology chosen. 
 
Total query response times, on the other hand, are also af-
fected by pre- and post-processing of the query external to 
the search engine, by federated searches, and by network la-
tency. Network latency is more significant when the UI dis-
plays images such as results thumbnails for an image or video 
search, and when large quantities of hits are requested. The 
performance of the thin-client Web server and the application 
server that hosts the UI also have to be optimized if bottle-
necks are to be avoided. 

things you should know 
about performance 5 

1. Search engine performance is measured in 
terms of document ingestion rates, QPS 

(queries per second), average response time 
and index freshness. 

 
2. User perceived speed is not just the core 

search engine query time but by the time it 
takes for results to be displayed after the user 

hits “Search.”  
 

3. The main point of the sizing exercise is to de-
termine the optimal number of documents per 

search node for a given set of performance 
criteria.  

 
4. Performance design is often a trade-off be-

tween hardware costs and the end user ex-
perience.  

 
5. By identifying bottlenecks, cost-efficient 

incremental improvements can be made. 
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W
HAT COM

PONENTS 
It’s important to note that in terms of scaling with query load 
and document volume, the calling UI will traditionally only be 
aware of the one logical search index no matter how the un-
derlying server matrix is composed. This facilitates application 
design independent of index-scaling complexity. 
 

Ingestion rates 
From a content ingestion perspective, performance is meas-
ured by document volume (total size), ingestion rate 
(documents per second), and latency (total time taken from 
the entry point of the document in the system to it becoming 
searchable). These values are mostly affected by the average 
size of a document, by the format’s complexity (for example, 
large pdf files are more processor-intensive than simple 
HTML files), and by the degree to which linguistics and other 
document transformations are applied during document proc-
essing. 
 
Document importing is normally a sequential process. So 
higher ingestion rates are typically achieved by increasing the 

 have to be balanced when considering perform
ance? 

  
 

 
 

 
 

 
 

 
Consider your needs in term

s of docum
ent volum

es,  
 

 
 

 
ingestion rates, QPS averages and peaks, and weigh those needs against hardware  
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number of document processing pipelines which simultane-
ously parse documents. This is also dependent on the avail-
ability of CPU and memory, which tend to be the limiting 
factors within the content processing sub-system. Once a 
server is at full capacity, the search provider can deliver faster 
throughputs by adding processing stages to additional servers. 
This will only bring improvements if document processing is 
the limiting factor within the content chain, not the actual 
indexing or the access to the source repository. Therefore it’s 
also valuable to consider the connector’s configuration and 
the throughput from external sources. 
 
It’s possible to tune an index’s refresh interval. This is the 
time between a document finishing its processing stage and its 
being added to the searchable index, often called index fresh-
ness. Resource usage increases as more documents are added 
to the index, impacting query performance (notably by caus-
ing more disk activity). Therefore, a balance must be achieved 
between the target freshness required and search perform-
ance. For instance, a news search will desire freshness near 
real-time, whereas a corporate knowledge management search 
may be satisfied with something slower. In larger installations, 
to avoid this co-dependence, index and search nodes should 
be run on separate servers. 
 
Generally, search applications are configured so that there’s 
enough processing capacity in the document processing stage. 
But sometimes the data is not being fed in fast enough. This 
can be due to the scheduling of the connector, where it might 
not be aggressive enough, or because requests to the reposi-
tory itself are slow.  For example, in some large organizations 

the IT infrastructure is distributed so that content sources 
reside is multiple distinct locations. In order to create a cen-
tralized search index, the connectors must access the data 
across the WAN (Wide Area Network) where download 
speeds may be slow. 
 

Designing a high performance system 
Search providers do not all share the same needs in terms of 
document, query, and freshness metrics. For instance, provid-
ers of news and financial search place a premium on fresh-
ness, whereas litigation support services, receiving data in a 
batch and only indexing once, are more concerned with inges-
tion rates. The key to optimizing a system is to be very clear 
about its key business objectives. 
 
The cost of hardware will to a large extent determine whether 
the objectives are realistic. By choosing a search technology 
that supports a high QPS rate across a large number of docu-
ments per node, it’s easier to reduce the total cost of owner-
ship (TCO) of the search function. The search numbers will 
vary from less than half a million documents to more than 50 
million documents per node, and from less than one to over 
100 queries per second, depending on which search engine 
technology and configuration are used. There will always be 
tradeoffs between cost, ingestion, and query performance. 
The first step to minimizing hardware costs is to be realistic 
about document volumes and expected queries. IT managers 
are often guilty of overestimating the numbers of search users 
and the volume of documents to be indexed.  
 

 
We are implementing search over our document management system for the first time. How do we estimate the 
system’s expected query load? 
 
If there is no empirical data to go on, user behaviour will have to be estimated. The first question is how many employees 
have access to the document management system (DMS)? That estimate must then be divided into different subsets de-
pending on their DMS usage: for investigative purposes, for regular information purposes; for information purposes, but on 
an irregular basis, or to store personal documents, for instance.  
 
The next step is to estimate an average number of queries per day for each user subset, from maybe one per day for irregular 
users to 20 per day for those with aggressive information needs. It can then be assumed that 60% of the queries will occur 
during the peak hour, say. This calculation will give a peak QPS figure which should be used along with the estimated docu-
ment volume when sizing the system. 
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If a search solution is already in place, query usage logs from 
that system will be a good indication of expected future usage. 
QPS peaks are the key here, since searches are never uniform 
over time and the most positive user experiences will come 
from searches that perform consistently even when usage is 
heavy.  
 
If there’s no search system in use, the search patterns have to 
be estimated, beginning with questions such as: How many 
users are expected? How many searches will be performed on 
average per session? Are users geographically dispersed so 
that system loads can be spread throughout the day? When 
sizing the system, it’s also important to think about all the 
possible actions that can trigger a query. If drill-downs and 
navigator browsing are populated and driven by the search 
engine, for example, or if stored searches are executed by 
certain pages, they all count as queries to the server so they all 
add load. 
 
When evaluating the data volumes that the system should be 
able to handle, the key metric to consider is the amount of 
raw text that is extracted. For example, one terabyte of data 
on disk can represent different amounts of text depending on 
the format used. If all the documents are pdfs or high-
resolution images and videos, where only their metadata is 
being indexed, the quantity of text generated will be much 
smaller than if the terabyte of disk space was taken up with e-
mails.  
 
Average binary-to-text ratios are available for common for-
mats. In the case of a knowledge management solution, for 
instance, the administrator can determine the proportion of 
content in each format from the solution itself and make an 
approximate calculation of raw text accordingly. In other 
situations, empirical data is normally used to estimate the 
index size. 

My e-commerce site currently has one search row capable of handling 100 QPS.  We’re planning a large marketing drive 
that is expected to increase traffic significantly. What steps should I take to make the system more powerful and more 
robust? 
 
A second row would allow the system to handle 200 QPS with no redundancy, or 100 QPS with failover. Three rows will handle 200 QPS 
with failover: if one row fails, there will still be two live rows capable of handling 200 QPS. The decision is whether, should a failure 
occur during peak times, the average response time is allowed to degrade or not. It’s a trade-off between hardware cost and desired 
service levels.  

Knowing the predicted QPS and text data volumes, the sizing 
exercise can then calculate the optimal number of servers. 
The search engine experts will usually do this, although the 
integration development team can also benchmark the query 
performance of the engine for a given hardware specification, 
tracking various QPS and data measures to determine the 
“sweet spot” for the number of documents per server. 
 



Book of Search 

 111 

It is important to remember that the optimal number of 
documents per server will depend on the search application 
itself. If longer response times can be tolerated to save on 
hardware costs, then more documents can be indexed per 
server. For example in an archive search which is infrequently 
used, it may be acceptable to have a query latency of seconds 
or minutes (rather than milliseconds) to save hardware costs. 
 
When assessing the required hardware specifications, another 
factor to be taken into account is the nature of document 
turnover. How fresh must the data be? Is the data dynamic, 
with updates and deletions occurring regularly? Or is it static - 

never modified until expiry? Let’s take the example of a static 
data set - a compliance or an archiving solution, say, where 
new documents are added but existing ones are never modi-
fied or deleted. In this scenario, the engine can be tuned to 
allow for a one-off ingestion followed by a static phase where 
only queries are received. This scenario enables optimizations 
to maintain QPS levels equivalent to those for a standard 
index, but with a less costly hardware specification.  
 
To support this model along with a low indexing latency con-
straint, a dynamic index must be implemented for new docu-
ments. For example, in the case of a mail search where e-
mails must be searchable as soon as possible after they arrive, 
the best solution is a hybrid of a dynamic index with static 
indices for the old e-mails. 
 
Additionally, there is the notion of dormant indices, which 
can have a massive number of documents – hundreds of mil-
lions – but where queries times are longer. This is useful for 
an application where the query load is small, and longer query 
response times are acceptable; it allows for a very large index 
with minimal hardware costs.  
 

Optimizing search performance 
Search engines are designed to be flexible applications, to be 

used in many different scenarios and configurations. There-
fore, given that each installation is tackling a specific use case, 
steps can be taken to optimize the search function. 
 
Streamlined processing can optimize document parsing. For 
example, performance can get a lift when the exact index and 

The optimal number of documents per 
server will depend on the search applica-
tion. 
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query requirements are analyzed so that any superfluous 
document processing stages are removed. Performance can 
also often be improved by increasing the size of the batches 
submitted. 
 
Total system throughput is boosted by reducing latency with 
the right mix of hardware components. For example, more 
memory, high-speed hard disk drives, and high-speed net-
works between the search system components will all contrib-
ute to faster overall response times. In particular, disk per-
formance is the single most important hardware factor in 
determining the overall performance of a search cluster. 
Striped RAID systems with large stripe sizes are best. When 
considering storage area network (SAN) disk drives, it is im-
portant to take into account the combined disk speed require-
ments of all search nodes pointing to the SAN, and to design 
the I/O specification appropriately. For some systems, data 
freshness may be driven by the high update frequency of one 
particular field. Think about an e-commerce application for a 
moment: the price and stock count of items must be kept up-
to-date because they change rapidly, whereas item categories 
and descriptions are relatively constant. In this instance, the 
best solution may be to off-load query and content storage to 
a search engine that has been optimized for that type of op-
eration. A database is used in parallel for the frequently up-
dated fields since it will support transactions with ACID write 
semantics. 
 
Optimizing search speeds is a matter of always executing the 
best query. For example, overriding the default API flags and 
toggling query settings that cause unnecessary extra work for 
the search engine. That raises the issue of the trade-off be-
tween the search user’s ways of working and the IT manager’s 
design parameters.  On the one extreme, a search that only 
ever returns five documents sorted by relevance from one or 

two word queries, with no filters or navigators, will always run 
fast on minimal hardware, allowing IT managers to meet their 
targets. On the other extreme, a fully fledged interface with 
numerous navigators, thesauri and spell-checking, long que-
ries, complex wildcards, and so on, will give the users much 
more flexibility but will require more hardware to enable the 
same response times and QPS. 
 
In practice, the feature set design will be driven by the busi-
ness owner. However, owners must take into account the 
scaling trade-offs of different features. Once a set of func-
tionality is defined, tuning is required to optimize perform-
ance for the given query profile. 
 
Poor tuning of the search index can have a perceptible nega-
tive impact on the user experience. So it is almost always 
helpful to use subject matter experts to size and design the 
search solution so that it strikes the right balance between 
speed, size, and cost. It is then possible to tune the index con-
figuration and query parameters optimally based upon the 
expected queries.  
 
Performance tuning should not be seen as a one-off exercise. 
The types of queries that users are submitting may vary over 
time compared to the pre-launch predictions. Also, the actual 
bottlenecks within the system may not have been correctly 
identified. Benchmarking of the live system can identify 
choke points and assist in the continual improvement of the 
search experience. 
 

The fundamental steps to improve search 
Scalability is a function of the search engine technology used. 
A successful implementation of course calls for selecting the 
appropriate software but it also requires a clear definition of 

 
My e-mail compliance solution features a search engine. One of our customers is an organization with over 100,000 
employees. There may be as many as 10 million e-mails per day (and growing), some of which will contain attach-
ments. Assuming we have 13 million documents per day, and we store e-mails for three years, we’ll have approxi-
mately ten billion e-mails to index. How should I design my index? 
 
Although there may be 10 billion documents to index, searches will only be performed if a compliance investigation takes 
place – hopefully an infrequent occurrence for your organization. So the best solution is an index configuration that’s opti-
mized for low query volume and high data volumes, not for document updates and deletions. 



Book of Search 

 113 

the performance metrics that the business demands from 
search. It is important to calculate the TCO for those criteria 
and for the architecture that’s best suited to the business and 
technology environment. To develop the most cost-efficient 
system, the solution should be designed to scale independ-
ently and linearly based on query volume, document volume, 
and ingestion rate. 
 
The key performance indicators (KPIs) involved when speci-
fying the search implementation are: 
» Document ingestion rate. 
» Total document volume. 
» Document churn (frequency of updates and deletions). 
» Desired freshness. 
» Expected QPS. 
» Total average response time, and response time de-

manded from the core engine. 
» Total cost. 
 
Once the implementation has been specified, the search pro-
vider then carries out a sizing exercise, taking into account the 
features used by the UI, such as linguistics, navigators, and 
wildcards. (The exercise assumes typical selections of hard-
ware, although this is of course another variable that can be 
used to tweak estimates.) This exercise will derive an optimal 
number of documents per search node to support the fresh-
ness and average response time metrics identified. Based on 
these calculations, the search provider can be sure that the 
number of documents per server will be able to sustain a 
given QPS.  
 
The final stage of the search implementation will result in a 
matrix whose dimensions are determined by scaling the num-
ber of columns from X” to the total data expected and the 
number of rows from Y to the desired QPS. If failover is 
demanded, rows will be added based on the redundancy obli-
gations. 
 
Once the sizing exercise is complete, there is still additional 
scope for improvement. Then the objective is to maximize 
the utilization of all hardware against the performance objec-
tives. The areas to consider here are: 
» Optimize disk performance. 
» Trim the document processing stages. 

Remember: System dimensioning is an itera-
tive process. There are many (at least 50) pos-
sible parameters that determine your system's 
dimensions and these change over time, as 
your users and content evolve with improve-
ments to your search application. 
 
Example parameters are: 
» Maximum or average content update 

rates and latency 
» Maximum or average query rate and la-

tency 
» Content complexity and volume. 
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» Analyze the queries to tune the system for them. 
» Tune the index based upon the freshness and the 

static or dynamic nature of content. 
» Leveraging solutions services from the search pro-

vider, and benchmarking normal operational cycles of 
the end-to-end search process. 

» Balancing the need for speed, size, and cost. 
 

MINI CASE STUDY: E-commerce site handles 500 updates and up to 1,200 queries per second. 

WHO: Japan’s largest online shopping mall. CHALLENGE: To handle high QPS rates and freshness over six million 
items from 14,000 e-tailers .  

SOLUTION: By employing a distributed system across 60 nodes, 500 updates per second are handled with a freshness of 90 seconds. With the im-
proved architecture and search features in place, consumer queries have increased by 200%, peaking at 1,200 queries per second while reducing TCO 
by 67% compared to the solution used previously by the mall.  
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FAQ 
What is meant by content volume? 

Content volume is the total size of all ingested documents. This is 
normally measured in terms of gigabytes of text data. If the volume is 
measured in terms of the number of documents, it is important to 
have a gauge of the average document size. 

  

What is the ingestion rate? 

The ingestion rate is the number of documents per unit of time proc-
essed by the document processing stage. This is dependent on the 
hardware, on the format of documents, and on the number of data 
transformations (lemmatization, entity extraction, etc.) being per-
formed. 

  

What is total index latency? 
Total index latency is the time between the discovery of a document 
by a connector or its being pushed using the content API and the 
point at which the document is searchable. 

  

What is query volume? 
Query volume is the total number of queries served over a fixed pe-
riod of time. It is typically measured in terms of queries per second 
(QPS). 
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For example, an e-commerce site will know its sales distribu-
tion for one day, and can estimate the potential sales losses 
for downtime during peak hours. In the same way, a pay-per-
click search service can measure the loss of revenue associ-
ated with downtime. In addition, the search provider must 
evaluate the damage to user loyalty from an unsuccessful 
search experience, and the cost of rebuilding the index.  
 
Equally important are content indexing and searching. In an e
-commerce application, delaying the addition of new products 
is less costly than the loss of querying. But for a military intel-
ligence or financial trading application, having out-of-date 
information may be worse than having no information at all. 

Critical IT systems are often described as fault-tolerant, re-
dundant, or displaying high availability. That is, should some-
thing go wrong (for example, the office cleaners pulling the 
plug on the servers by mistake) the systems have been de-
signed to maintain a certain level of service. 
 
The standard solution is to purchase more hardware in order 
to mirror vital elements of the system. The downside of this 
simple solution is the price of the equipment and the internal 
cost of managing a duplicate system. Consequently, the extra 
expense of redundancy is tallied against lost revenue from 
downtime and the odds of certain fatal errors occurring in the 
different parts of the system. 

High Availability Search 
Enterprise search is mission critical for many enterprises - for example, an eCommerce seller 
or a criminal investigator cannot afford for their search boxes to be out of order. In face of in-
evitable hardware failures, search systems use carefully architected redundancy for constant 
availability. Search providers should differentiate between availability on content ingestion 
side and on user query side. 



This chapter will tackle the different ways of creating a highly 
available search system, and the different scenarios that search 
providers must cater to. 
 

Tackling failures to enhance search 

Backbone failures 
It’s important to decide which eventualities to plan for when 
specifying a redundant search infrastructure.  
 
Network outages require two separate ISPs (Internet service 
providers) with independent cabling for correct fault toler-
ance. Short power failures can be avoided with UPS 
(Uninterruptible power supply); longer ones with back-up 
power generators. Users can also pull in power from different 
parts of the power grid for extra redundancy. Dependent on 
the location and sensitivity of the system, physical attacks can 
be protected against with various security measures (locked 
doors, armed guards, etc.) and robustness in building con-
struction can be considered to protect against natural phe-
nomena such as earthquakes.  
 
When considering independent data centers, it’s important to 
weigh the administrative and maintenance effort of running 
two separate systems (an administration team in each loca-
tion, large amounts of data-traffic between locations, for ex-
ample). Two inexpensive data centers in distinct locations 
may be cheaper than one fully redundant and secure one. On 
the downside, because the two installations would be fully 
independent, data synchronization is not guaranteed, which 
can affect some applications.  

Component and service failures 
Companies typically have a corporate or service-wide policy 
regarding power supply and data center security, and search 
will likely conform to this policy.  But search services will also 
have specific high-availability considerations, requiring hard-

things you should know about 
high-availability search 

1. Computers fail for many reasons: hardware, 
software, power, connectivity, etc.  

 
2. Service degradation can be abrupt or grace-

ful  
 

3. High availability is ensured with redundant 
systems  

 
4.  Different parts of a system can have varying 

degrees of fault tolerance  
 

5. Downtime costs money, but so does redun-
dancy!  

5 

The extent of built-in redundancy re-
quired needs to be measured against the 
opportunity cost of a failure. 
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ware redundancy combined with intelligent recovery opera-
tions to ensure search uptime.  
 
Search application services to consider are: 
Content aggregation and processing. This refers to the crawling or 
capture of data from source repositories and any pre-indexing 
transformation. Failure would interrupt the continual flow of 
new or updated information into the search index.  
 
Search engine. The search engine is where the actual queries are 
assessed and documents returned. No search is possible with-
out it; although in a system distributed over multiple nodes, a 
partial service may be available if some nodes are still alive 
(searches will of course be against an incomplete index). 
 
Search broker. This is where the merging of content from mul-
tiple search nodes and any query or results processing are 
performed, as well as the federating of queries. No search is 
possible without this. 
 
User interface. The application with which users interact with 
the search engine. No searches are possible without it. The 

presentation layer infrastructure (Web servers, Java/.NET 
environment, etc.) is typically independent of the search tech-
nology provider and in certain situations it is acceptable for 
the user interface to be available while search is offline. 
 
Administration and management tools. Search services will run 
without such tools, but the ability to monitor for fatal failures 
will be reduced. 
 

Factors that affect high availability  
Before implementing a search solution, we recommend that 
users investigate: 
 
» Whether a particular component should have some 

fault tolerance. 
» What procedures should be in place for rapid restora-

tion of the system. 
» Whether the service should have a live and failover 

node, or a redundant system with graceful degrada-
tion. 

Elements of High Availability of Search 
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Content aggregation and processing: A second set of all relevant 
components is necessary to offer high availability of content 
ingestion into the search engine. For the content distributors 
and document processors, parallel installations can either run 
continuously or in hot fail-over mode. Connectors, which 
contain state information, typically deliver redundancy with 
one installation in active mode and a second in passive mode. 
To achieve this, the state of the connector (for instance, 
which documents have been indexed, when the last full batch 
was completed, etc.) can be stored in a shared environment 
displaying high fault tolerance, such as a SAN (storage area 
network) or database. 
 
Importantly, although connectors may display high availabil-
ity, both set-ups will run against the same data source. There-

fore, guaranteeing the uptime of data feeds requires adminis-
trators to adopt policies and redundancy to ensure the same 
level of service from the underlying repository. 
 
It is also considered best practice to use separate network 
infrastructure for the content processing and search engine.  
 
Search engine: Fault tolerance is guaranteed by duplicating a row. 
Typically an actual index in a large system will be shared 
across multiple machines in a grid configuration, where each 
segment of the content is contained within one column of serv-
ers. Smaller systems may have only one column. To increase 
query performance or fault tolerance, more rows are added, 
containing duplicates of the index. 
 

Two Dimensions of Scalable Search 
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These spare nodes can be set up as backup servers in an ac-
tive/passive configuration. They can also all be active, allow-
ing a graceful degradation in the maximum query throughput 
that the system supports. 

 
Generally, it is best to share the load across all servers and not 
to use active/passive failover. This improves availability by 
reducing the average load on one server and thus improving 
mean time between failures. Also, a server may sometimes fail 
when it experiences large changes in load, which makes ac-
tive/passive configurations somewhat dangerous. However, 
an active/passive set-up is appropriate where the spare ma-
chines are used for other purposes – for example, if one 
server hosts the backup for three live servers. 
 
In the case of a distributed grid configuration, a failure could 
result in an incomplete index. A cluster of 200 million docu-
ments may consist of five columns, each with 40 million en-

tries. If one full column fails (that is, all the servers in that 
column), queries are performed on a subset of 160 million 
possible hits. If this is acceptable, the service may well stay 
up. If it’s unacceptable, search should be taken off-line until 
at least one node from each column is back up. 

  It is im
portant to realize the 

 
  
Is it necessary for a corporate intranet search to 
have full failover? 
 
Not if there is no immediate financial loss incurred by 
an outage; the cost of equipment duplication will be 
prohibitive. It pays to look at the time to rebuild an 
index. If this is longer than the accepted downtime, we 
recommend either having a regular back-up of the index 
or at the very least a passive back-up on a spare ma-
chine.  

 

Fault tolerance of a search engine is 
guaranteed by duplicating the search 
rows 

within your system
... 

place and value of 
 SEARCH
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With regard to large deployments, it is important to under-
stand that two actions are performed by a search engine: in-
dexing (converting the text data into a searchable index) and 
searching, where the binary files created by the indexing proc-
ess are used to serve queries. Some options when setting up 
the search engine for fault tolerance using multiple rows 
therefore include: 1) run indexing and search on every row, 
which will provide fault tolerance for both indexing and 
search but will hurt query performance since machine re-
sources are used during the indexing stage; 2) run with a sin-
gle indexer and multiple search rows, providing fault toler-
ance for search but not indexing, but allowing the search per-
formance to scale better since each search row is 100% dedi-
cated to search; and 3) a hybrid approach. 
 
An important factor when designing mirrored systems is the 
number of co-dependencies. For higher fault tolerance, each 
row calls for its own network switch and power layout. 

In addition, each server should have built-in robustness to 
protect against hard-disk failures, which can be achieved with 
RAID (Redundant Array of Independent Disks) disk configu-

rations. For machines with raw data, such as the crawlers, 
fully mirrored disks should be used. For search servers, the 
extra disks may be better used for increasing performance 
with disk striping rather than redundancy, or by choosing the 
RAID 5 level (striping with a parity disk) since the index can 
most often be rebuilt from the content in the case of disk 
failure.  
 
The use of a SAN (or NAS) is another option for improving 
resistance to disk failures, since networked disk systems can 
be designed for high performance with redundancy.  
 
Search broker: High availability of search necessitates redundant 
search brokers. Traditionally, multiple instances must be in-
stalled with a third-party load balancer which will distribute 
queries and accommodate for failed servers. The load balan-
cer can be either hardware- or software-based. 
 

Realistic design of high-availability systems 
There is a basic trade-off between hardware and maintenance 
costs and service uptime when designing a high-availability 
system. Correct and diligent assessment will make the system 
design a cost-neutral and well-justified business decision 
rather than a gamble on the chances of a system outage. 
 
Depending on your uptime requirements, some essential met-
rics and costs to take into account are mean time between failures 
(MTBF), mean time to recovery (MTTR), the cost of hardware 
and maintenance, and the costs of indexing and search down-

Correctly and diligently assessing the 
probability of failure makes system de-
sign a cost-neutral and well-justified 
business decision, rather than a gamble 
on the unforeseen 



Book of Search 

 123 

time. These are important when reviewing the SLA (service 
level agreements) of data centers, hardware suppliers, and 
support contracts. 
 
Best practice is also to compare premium hardware service 
contracts (e.g., four-hour onsite repairs from Dell, IBM, 
Cisco, etc.) versus anticipatory purchasing of spare hardware 
such as network switches. In reality, hard-disk failures are the 
most common cause of server outages. Assuming the search 
index has redundancy, these malfunctions can be easily 
guarded against with spare disks.  
 
Consideration must be given to the procedures to recover from 
failures – replacing faulty hardware and rebuilding the servers.  
Frequently the most robust setups are not necessarily those 
with the most costly redundant hardware; rather, they are the 
setups that were planned for and tested for failures.  It’s criti-
cal to have a recovery plan for every kind of disaster and to 
test the plan before an actual event occurs. The plan and the 
tests should include everything from relatively simple recov-
ery procedures such as recovering and re-synchronizing a 
single row to restoring an entire index from backup and set-
ting up basic search on a totally new set of servers. 
 

Different companies, different solutions 
In the case of a mid-sized company using search across a 
knowledge management system or an intranet, search is non-
critical to the company’s business continuity. The downtime 
cost is tied to the extra time users must spend looking for 
information. A redundant search node will protect against 
failure of the core index without the extra complexity of load 
balancers and a fully distributed system. 
 
On the other hand, search is critical for an e-commerce player 
since revenue generation and brand strength rely on provision 
of quality service. The application requires a data center with 

power generators, a secure server room, a highly available grid 
of servers, load-balancers and so on if it is to provide search 
redundancy. In this instance, there is redundancy of the 
search service, with graceful degradation of performance 
when nodes fail, but no indexing redundancy.  
 
For cases where uptime is vital, such as mission-critical appli-
cations, infrastructure management tools can be used to 
monitor the health of the hardware and software. In addition, 
applications such as military intelligence may consider a fully 
robust system with independent secure data centers, on-
standby passive search nodes, and fault-tolerant hardware. 
 

The fundamental steps to improve search 
Designers of fault-tolerant systems often make two common 
mistakes.  First, they fail to address fault tolerance until after 
designing the initial system, making an architecture rework 
prohibitive.  Second, some systems are over-engineered to 
deal with unrealistic threat levels. 
 
It is important to know the place and value of search within 
your system. For example, a search engine uses an index that 

My e-commerce site generates revenues of thousands of dollars per minute. How much would it cost to guarantee 100% 
uptime? 
 
Unfortunately, no amount of money can guarantee absolute 100% uptime. Having three fully independent data centers, each with 
99.5% SLAs (that is, fully mirrored redundant systems), along with highly experienced systems administrators to repair systems as 
soon as they break down, is your best guarantee against downtime.  

My archiving solution application is replicated for 
redundancy. How do I ensure the same level of 
protection for search? 
 
When there is a pre-existing multi-server distribution 
of data within an application, the simplest method is to 
replicate that structure. F. ex., if each archiving box 
stores 50 million documents, each should have a search 
node of the same size. If it’s feasible, this can be in-
stalled on the same server as the data. In this case, the 
redundancy model will automatically conform to the 
data fault tolerance levels. 
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can be rebuilt from the original data, so it’s crucial to assess 
the true cost of downtime (for example lost revenue, or IT 
staff being taken off projects to rebuild systems) to determine 
the main concerns. 
 
The size of the main system will have cost effects on the 
failover system. So it’s vital to size the system carefully. 
 
Simple mirroring of the search nodes will provide high avail-
ability to the level required for most applications. Then the 
decision must be taken whether each complete node should 
be designed to handle all expected traffic, or whether there is 
a degradation below the required service level (query speed, 
average response time, etc.) during a partial failure. Systems 
like these typically run for more than two years without fatal 
outages. When search is mission-critical or downtime comes 
at a very high financial cost, service providers should consider 
a complete second data center or higher level service agree-
ments with hardware support providers. 
 
Lastly, a system is deemed “available” if the end-to-end appli-
cation is online. Therefore, the investment in enabling highly 
available search must be made within the context of a robust 
IT infrastructure. 

MINI CASE STUDY: 100% uptime for over two years on a 200 million-document index . 

WHO: Major online science journal index. CHALLENGE: To support 100% of queries against an agreed SLA even dur-
ing power outages.  

SOLUTION: Three mirrored nodes, each sized to handle the projected loads alone, and each with independent network switch and power layouts. 
There are dual network feeds to the data center as well as multiple front end and query servers. Four-hour service contracts or spare hardware are 
available for all servers and networking gear .  
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FAQ 
What’s a fail-soft system? 

When system components fail, a fail-soft system continues to oper-
ate, but with reduced functionality. Such systems are also often said 
to provide “graceful degradation”. 

  

What’s a fail-stop system? 
A fail-stop system will not provide any functionality if system com-
ponents fail. It may return false results – a situation often referred to 
as a “Byzantine failure”. 

  

What’s a SAN or a NAS? 

The acronyms refer to “storage area network” and “network attached 
storage”. The servers used are remote high-performance drives 
shared across multiple machines, and often connected with a fiber 
channel. SAN uses a disk controller and acts as a local disk, communi-
cating via disk-access protocols, whereas NAS uses network protocols 
to communicate. 

  

What is RAID? 

It is short for “redundant array of independent disks” – a configura-
tion of multiple drives used to provide fault tolerance (via mirroring 
or parity checking) or higher performance (via striping).  
RAID 5, with striping and parity checking, is frequently used to in-
crease search- engine performance and provide a certain level of 
redundancy. 

  

What is MTBF? 
It is the mean time between failures - the total elapsed time sub-
tracted by downtime divided by the number of failures of the compo-
nent. 
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Reporting and benchmarking creates a structured method for 
measuring and validating the success of search with respect to 
these varied stakeholders.  Without adequate measurements, 
enhancements may not be possible. The most popular que-
ries, broken links, and user surveys are often used to evaluate 
the quality of search. 
 
For example, by tracking the average response times for que-
ries over time, the service provider can see whether the sys-
tem has enough capacity to meet peak loads. 
 
Different stakeholders have quite different objectives. For 

example, a Yellow Pages user will be looking for local infor-
mation while someone adding a search function to an IYP 
(Internet Yellow Pages) site wishes to increase advertising 
sales. 
 
Within each vertical industry sector there are four major cate-
gories of people interested in benchmark data: the consumer, 
the executive team, the business unit manager, and IT. This 
chapter will address how different areas of reporting and 
benchmarking are useful to these groups, and how they can 
be used to ensure that the needs of all players are satisfied. 
 

A search engine may be viewed as a set of servers that will run with little or no intervention. 
However, to guarantee user satisfaction, search performance and quality must continually be 
improved. The prerequisite is to monitor the performance and behavior of the system.  

Reporting  
& Benchmarking Search 



Book of Search 

 128 

What information is most useful to… 
Reporting can be divided into two categories: searchable data 
and index information, and search engine usage metrics.  The 
first category includes the number of documents in target 
repositories, an audit of those documents, and information on 
hardware usage. Usage measurements include hard numbers 

such as click-counting, and subjective measurements about 
the quality of the interface and the results ranking. 
 
These categories can be split up further according to the 
stakeholder groups and the reports relevant to each. Identify-
ing which group has an interest in which metrics helps to 
assign the ownership of search components to different 
groups; who is responsible for identifying sources of content; 
whose role it is to determine what good and bad results are; 
who is responsible for building and maintaining the platform? 
 
Below, the different benchmarks and which category they are 
important to will be examined in turn. 
 
…the consumer?  
Search engines must keep track of how many documents the index 
contains, what the growth rate is, and how fresh the information is.  
These are typical of the factors that influence how users 
choose a Web search engine. So it’s clear that good reporting 
of index volume can be used to influence a site’s overall traf-
fic.  
 
Comprehensive user-facing index statistics reports give information 
discovery users the confidence to use search for their profes-
sional investigations. For instance, if an attorney is using a 
litigation support tool to find all WorldCom e-mails that men-
tion former CEO Bernie Ebbers during 2003, he or she will 
need to know that the search is performed against 100% of all 

of the e-mails in that period. More realistically, it will be ac-
ceptable that some documents are not searchable, but there 
will have to be a detailed report of why those documents 
aren’t searchable.  
 
From a query point of view, it is sometimes worthwhile to 
show end users the most popular searches or items. For e-

commerce, for example, the most popular sales reflect what 
the user is most likely to be looking for or may be tempted 
buy. Reporting that information directly to end consumers 
can drive sales by placing popular items prominently – the 
Internet equivalent of candy bars at the checkout line. 
 
… to IT?  
The IT department is responsible for maintaining the health 
of the search service. So the team must be able to monitor the 
vital statistics of the system, see what values are causes for con-
cern, and identify the remedies for these anomalies. 
 
The size of the index (in gigabytes of data on disk) and other 
information about the hardware will be monitored. The per-
centage of downtime for vital components or the repair time will 
help determine whether the high-availability strategy is appro-
priate for the SLAs (Service Level Agreements) that the IT 
team has committed to. 
 
Search-specific reports have to be monitored including: 
 
Index throughput: A sudden drop in the number of documents 
indexed per day often indicates a problem with a connector. 
For example, the password to the repository may have ex-
pired or the quality of the network connection to the source 
has degraded.  A surge in the index rate may change the hard-
ware requirements of the search installation. 
 

My e-commerce generates a lot of traffic, but not as much revenue as expected. How do I rectify this? 
 
It’s likely that visitors are coming to your site intending to purchase, but they’re not finding compelling products to buy. Do many of 
their queries result in zero hits? If so, synonyms, lemmatization, and spell-checking can be used to increase recall. If lots of queries 
result in pagination, the ranking model may need to be changed. 
 
By monitoring user behavior, it’s possible to understand what products visitors are looking for, why the sales are low, and then act on 
that information to improve your site’s profitability.  



Index freshness: This means the delay between adding docu-
ments to a repository and making them searchable. This is 
critical for certain applications such as news search.  
 
Index size: This refers to the number of documents indexed 
and the size of the search nodes on disk. It’s important to 
monitor this data because the number of servers and their 
configuration will have been planned based on a sizing esti-
mate. If the index size greatly exceeds the prediction, per-
formance will suffer. 
 
IT is also concerned with total query volume, query complexity, 
average query response time and its distribution over time. By 
monitoring query speed over peak periods, the user experi-
ence will meet the targets set by the project’s business leaders. 
 
Reports on the size of the index distributed by department (or other 
numbers such as registered users or query volume per divi-
sion) can be used by IT systems administrators to charge back 
IT resources to other business units. Correct reporting from 
the search engine is essential to streamline this accounting 
process. 
 
… the business-unit manager? 
The business manager’s targets are usually the financial and 
qualitative success of the search implementation, which can 
be measured with relevant query-related reports including:  
 
Top queries: - the most popular keyword searches. These 
should be tested most frequently for relevancy. The topics 
searched may help when deciding what types of content 
should be added to the index. 
 
Query volume, number of unique users, and average number of searches 
per user: These figures are used to measure the pick-up of 
search. 
 
Average click distance: This describes the number of clicks it 
takes to find the correct information after initiating a search. 
For instance, repeatedly hitting “next” counts towards the 
number of clicks. A low click distance is a good indicator of 
an effective results presentation and appropriate rank tuning. 
 
Futile queries: The most common queries that return zero re-
sults and the proportion of queries that are futile. These met-
rics are critical to the success of any system. An empty hit list 

things you should know 
about reporting & bench-
marking search 5 

1. It’s hard to improve something that’s not 
measured. 

 
2. Continuous benchmarking is vital to the ongo-

ing success of a search system. 
 

3. Too many metrics can confuse administrators, 
so you should measure only what is relevant 

and manageable. 
 

4. Different stakeholders (users, systems admin-
istrators, business-unit managers, executives) 

will have different benchmarking needs. 
 

5. The best search engines supply a wide variety 
of reporting tools and APIs that can be lever-

aged. 
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indicates an unsuccessful search, and must be rectified by 
adding data sources or changing searchable fields. For exam-
ple, if users often search by department ID because it was the 
easiest way to find information in a legacy database, then the 
department ID field should be indexed. Synonym lists can be 
used if the search user’s vocabulary does not correspond to 
that of the content. 
 
Abandonment rate:  the percentage of times an end user leaves a 
search page without clicking on a result. This indicates that 
users are dissatisfied with the results. 
 
Click-through rate (CTR): the number of times a user clicks on 
at least one result. For sales-driven sites, CTR may mean the 
proportion of searches that result in a purchase. For Web 
sites with pay-per-click revenue models, the number of times 
that someone follows an advertising link is vital. A poor ad-
vertising CTR may indicate that the banners are not aligned 
with the users – products do not correspond to the user 
demographic or the algorithm used to link a search to a ban-
ner is not appropriate. 
 
Within knowledge management and intranet projects, busi-
ness managers target satisfaction rather than revenue. Here, 
the CTR and the frequency of “satisfied” users must be meas-
ured through user surveys. 
 
In both cases it is important to monitor page impressions, i.e. 
how often documents or products are viewed. This may be 
fed back to relevancy models for example. 
 
Focus groups and test users can determine how “good” re-
sults are. Typically, the top N most frequent searches will be 

reviewed to determine whether the results were appropriate. 
It can help to perform the same tests on competitors’ sites. 
The business manager must define what constitutes satisfac-
tory quality.  To score relevancy models, a more structured 
approach involves devising rules or tests. Examples include: 
 
» At least two of the top ten results should be no more 

than 48 hours old. 
» All test queries should return at least 20 hits. 
 
Two types of rules exist: global rules and query-specific rules. 
Global rules are evaluated against many searches; query-
specific rules are evaluated against result sets for specific que-
ries. Automated benchmarking tests can be used to monitor 
the quality of search without daily manual intervention. 
 
Once tangible numbers are measured, they become critical 
information for the search provider, and a feedback loop can 
be constructed to improve user satisfaction. In addition to 
these query satisfaction measures, the business manager will 
likely be given objectives such as revenue targets. 
 
For an OEM launching a search-derivative application, the 
target will be linked to the volume and average price of sales of the 
final software product. For an e-commerce site that tunes 
ranking models, a change in the value and number of sales per 
search will demonstrate its effectiveness – or lack thereof. 
 
…to executive management? 
The executives are focused on the strategic goals of the or-
ganization, not on the detail of IT implementations. Never-
theless, search is often a strategic ally. Small companies rely 

 
I have embedded a search engine in my DMS. Should I expose any reports to end users? 
 
Showing too many statistics to end users will confuse them. Search should simply be a seamless part of your DMS. 
 
The uniqueness of a DMS is that users often search documents that they created, or that they heard of from a document’s 
author. So it’s important to provide user-facing reports on the document-processing stage – for example, an audit of docu-
ments where indexing is pending, or of documents that weren’t indexed for some reason.  
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on word of mouth and personal relationships to propagate 
expertise.  If a business experiences rapid growth, an intranet 
project with search can be used to spread knowledge and best 
practices among the employees. A reduction in the time spent 
looking for information and the amount of duplicate work done 
would both be measures of the success of such a search pro-
ject. The uptake of search, such as the volume of traffic, will also 
be of interest. 
 
When the core business function of certain employees is 
linked to search, their efficiency will be representative of the 
efficacy of the search tool. Information discovery workers 
and litigation support staff are two such examples. 
 
For both OEMs and e-commerce sites, sales revenues and 
profit margins will be monitored. Executives will be inter-
ested in measuring incremental sales following the addition of 
a search function or an upgrade to a more advanced search 
engine. 
 
Search implementations all share one point in common – the 
decision to invest in the software, hardware, and manpower 
required for the project will have been made based on an ROI 
(Return on Investment) calculation. This shows that the cost 
of implementation was outweighed by, for example, the cost 
of the increased productivity, increased traffic, advertising 
income, improved litigation success rate, or higher sales, 
which are all measurable quantities.  
 

How to generate reports 
Each stakeholder will have an interest in different reports to 
quantify the value and success of search. IT managers will 
monitor QPS rates, business managers will have an eye on the 
quality of results, and the chief technology officer will want to 
calculate the total ROI of the implementation. It is normally 

the responsibility of the technical teams to provide adequate 
reporting tools for each group. There are varying methods 
and applications to generate reports, and some general types 
of reporting to consider: 
 

I get lots of complaints from my intranet users that they can’t find what they’re looking for. 
 
What are your users looking for? The first step is to mine your query logs to learn what are your most popular queries. Then you should 
approach test users to find out what documents they would expect from their queries. Either the correct corporate resources have not 
been indexed, or the popular and authoritative sources need to be boosted. You should boost specific documents for “expenses form”, 
“lunch menu” and other common queries where the text may not appear in the document.  
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Content reporting 
Basic content statistics include the total number of docu-
ments indexed, the number of documents per collection, and 
the last time the index was refreshed. Information on the 
content aggregation and document processing will be viewed 

using each connector’s administrative UI. More advanced 
reports will need to use callbacks from the content API of 
logs to provide the most complete vision of indexing. 
Query reporting 
Query reporting will often be a mixture of directly accessible 
numbers and those culled from log files. This includes QPS, 
average and individual response times, most popular searches, 
and futile searches. More flexible search systems will provide 
an API to access log information and a mechanism to store 
past audits of statistical values. This must be aligned with the 
organization’s log file retention policies. 
 
Click-through reporting 
Recording user behavior is UI-dependent since the search 
engine only has a record of searches, query refinement, and 
pagination requests, not clicks-through. A link proxy page or 
similar mechanism must be built into the interface to allow 
CTR logging. To fully leverage this information, it may be 
useful to store the search that led to the click-through and 
information about the user (IP address, time of query. etc). 
This will allow more complete usage profiling.  
 
Performance monitoring 
Performance numbers are required to scrutinize the behavior 
of the search engine’s hardware and software elements. Oper-

ating-system monitoring and enterprise management tools 
will provide information on disk, memory, and CPU usage, 
network bandwidth capacity, and other information with 
which to benchmark the system’s performance. To some ex-
tent, this is true regardless of the nature of the software. For 
search engines, local disk I/O activity or the performance of 
the storage area network are critical to indexing performance 
while the document processing function is the most CPU-
dependent. 
 
To create reports, it is important to leverage the search en-
gine’s out-of-the-box reporting tools as much as possible. 
These tools typically include a simple graphical interface using 
data driven by internal log parsing and generated statistics. 
Should the system use an open architecture, the development 
team may decide to modify or augment the off-the-shelf tools 
to meet the enterprise’s needs. 

Only the curious will learn and only the 
resolute overcome the obstacles to learn-
ing. The quest quotient has always ex-
cited me more than the intelligence quo-
tient.  

- Eugene S. Wilson  
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Alternatively the data available in a standard format such as 
XML or tabulated format can then be input into the reporting 
and trend analysis tool of choice. 
 

Guidelines and recommendations for different 
segments 
An understanding of the different benchmarking tools and 
the business goals is necessary in order to optimally monitor 
and improve search. This applies to the design of the system 
as well as to ongoing surveillance and improvements. 
 
E-commerce and other business-to-consumer applications 
will be most interested in analyzing user behavior. Under-
standing the user base will lead to targeted improvements. 
Commercial considerations are also critical. Use of reporting 
and a feedback loop will allow for improvement.  
 
In knowledge management scenarios such as archiving and 
compliancy, it’s essential to monitor completeness of the data 
set. So the most important statistics to track relate to the con-
nectors’ behavior – crawl and index rate, document process-
ing or indexing failures, and the size of the index. 
 
The success of an internal search project is gauged by user 
satisfaction. If, after installation of search, pick-up is lower 
than expected, this may mean that employees are not satisfied 
with the results, preferring to rely on other methods of find-
ing information. Satisfaction surveys and looking at top que-
ries can also improve the search. There may be some com-
mon queries (“lunch menu”, “expenses form”, etc) where 
boosting can be used to make sure a certain document always 
comes to the top of the list. 
 
Application integration (OEM) projects are an area where it is 
difficult to generalize reporting. Sales growth is a strong indi-
cator, although others will be key depending on the final ap-
plication. With any OEM project, the important decision is to 
determine how much of the search engine should be exposed 
to the end users and administrators of the product. This ap-
plies to reporting information – too little will increase mainte-
nance and support issues but too much will confuse.  
 

THE SUCCESS 
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is gauged by user satisfaction
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The fundamental steps to improve reporting 
Precise and clear gathering and analysis of index and user 
statistics is essential for benchmarking and reporting. Without 
these measurements, there is no concrete method for defining 
the success of search. Without metrics, it is difficult to deter-
mine which parts of the application require tweaking and 
whether system modifications have had any impact on the 
user experience – or on the profitability of the implementa-
tion. 
 
Other problems can arise when benchmarking becomes ex-
cessive. Too much information will likely confuse the sys-
tem’s administrators; it usually indicates a fundamental lack of 
understanding of the challenges and goals of the implementa-
tion. So with any search initiative, it’s crucial to identify ex-
actly what to measure, and how and when to measure it.  
 
First, the key goals and challenges for the project can be iden-
tified, which leads to identifying the critical metrics. Then it’s 
necessary to map the responsibility of the feedback loop for 
each area to the various project stakeholders. This 
“responsibility mapping” must be assigned to a trusted team 
member - someone who has the leverage and knowledge to 
get the necessary changes made. 
 
Unfortunately, search reporting and benchmarking is often 
forgotten. By choosing a search engine that provides the ap-
propriate benchmarking tools, stakeholders can more easily 
measure clearly identified sub-systems and act on the results 
to continually assess and improve search. 

WHO: Large multi-brand e-commerce site aimed at teenagers. CHALLENGE: To tap trends in teenage fashion to boost sales.  

SOLUTION: Monitoring of the most popular sales, and segmenting that 
information by different criteria, such as sales of brand X or sales of 
items in category Y. This information is then used to prioritize the brands 
and categories which are most popular at any point. 

TECHNOLOGY: Sales reporting and monitoring using industry standard e-
commerce analysis tools. This information is then used by the content 
managers to tweak the ranking in the search engine for particular areas 
using static boosting.  

MINI CASE STUDY: E-commerce site uses product popularity to boost sales. 
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FAQ 
Who should be in charge and what will they 
have to do? 

Different stakeholders are responsible for different areas of search. Make a plan for how your 
team will use reports and summary data to improve and refine the user’s search experience. 

  

What do I use to test the system? 

The utilities and administrative APIs of the search engine are the first points to consider. Then we 
recommend that you leverage production system testing and analysis tools to gain valuable in-
sights into the system’s operational profile.  Also, deploying an off-the-shelf Web server moni-
toring tool can be a quick way to monitor traffic information. 

  

What do I change? 
Based on the data in the reports, you can update the document processing, index schema and 
rank profile, and update the query and results processing to improve the user experience and 
profitability of the system  

  

How do I fix empty result sets? 
Futile queries are those that return zero results. You should investigate why these might occur – 
for example, because of spelling errors, semantics, or UI difficulties – and then work to correct 
the underlying causes. 

  

Do I have to deploy enough hardware to 
maintain peak loads to ensure a timely and 
high-quality search response? 

As you look to improve the search system, you need to consider how to minimize TCO while still 
providing world-class service.  Consider renting servers for peak loads – for example during holi-
day seasons for an e-commerce site. 
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Boolean search -  Boolean operators 
let you define whether multiple search 
terms are matched within a text block. 
A Boolean expression is constructed 
by joining terms together with the 
special operators, such as AND, OR, 
NOT, and the use of parentheses.  
 

C 
Call-backs -  Programmatic alerts 
produced by an API. For a search 
platform, this is usually related to the 
content processing and indexing status 
of a document.  
 
Content management system 
(CMS) - A software system for orga-
nizing and facilitating collaborative 
creation and publishing of documents 
and other content.  
 
Collection - Content that is to be 
processed, made searchable, and re-
trieved as a logical unit. Content types 
can be grouped by source and by the 
processing rules that are to be applied 
to this type of content.  
 
Collection-level security - The appli-
cation tier will assign different authori-
zation levels to various collections 
within the search index. End users 
then have access to the set of collec-
tions that map to their authorization 
levels.  
 
Completeness - In relation to rele-
vancy, a gauge of how well the docu-
ment matches superior document 
contexts such as the title or the URL. 
It describes what matches the query: 
document title, author, mention in the 
body text, metadata linked to the 

A 
Absolute boosting - Absolute boost-
ing enables a document to be consis-
tently displayed at a given position in 
the result set when a user searches 
with a specific query.  It also prevents 
individual documents from being dis-
played when a user searches with a 
specific query.  
 
Access control list (ACL) - A data 
set which defines permissions, or ac-
cess rights, for users and groups for a 
specific system object, such as a direc-
tory or file. 
 
Alert - A message that the enterprise 
search engine broadcasts (for example, 
to a front-end application, or a mes-
saging system such as e-mail, SMS or 
IM) when a document satisfies a 
stored query. Alerts are either near real
-time or configured as asynchronous 
events run on a scheduled basis. 
 
Anti-phrasing - Identifying word 
sequences in queries that are irrelevant 
for the search.  
 
Application programming interface 
(API) - A programmatic interface that 
enables software developers to access 
features and functions of a hardware 
or software platform.  An API is the 
specific method prescribed by a com-
puter operating system or by an appli-
cation by which a programmer writing 
an application program can make re-
quests of the operating system or an-
other application.  
 
Authority - In relation to relevancy, 
the document is considered to be an 

authority for this query.  That is, the 
document is being referred to by oth-
ers, for example, through web anchor 
texts. Many items can be part of the 
analysis of documents to determine 
this parameter – Web link cardinality, 
article references, page impressions, 
and product revenue, to name a few.  
 
Average response time -  Average 
time it takes for the enterprise search 
platform to respond to a given query. 
There are typically two times that can 
be measured: 1) the average response 
time of the search engine itself, and 2) 
that of the complete system for an end
-to-end query (i.e. including the appli-
cation and web server times).  
 

B 
Benchmarking - A process that al-
lows organizations to evaluate various 
aspects of their processes in relation 
to best practice, usually within their 
own industry sector.  Benchmarking 
also allows organizations to develop 
plans on how to adopt such best prac-
tices, usually with the aim of increas-
ing performance. Benchmarking may 
be a one-time event, but is often 
treated as a continuous process.  
 
Boosting - Boosting increases the 
relevancy value of a document, typi-
cally because it is perceived to be a 
more valuable resource. It is the addi-
tion or subtraction of a value to a 
document’s rank (relevancy). By de-
fault, documents with the highest rank 
values are returned to the user before 
documents of lower rank values. 
Boosting can be absolute or relative.   
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document, both root, and expanded 
form of words.  
Concept extraction - The ability to 
mine concepts from data using linguis-
tic analysis.  
 
Connector - An integration point 
module that extracts data from one 
system and submits it for processing 
to the enterprise search platform.  
 
Content - Content is the external data 
input to the enterprise search plat-
form. Content is converted into inter-
nal document representation after 
being fed into the system.  
 
Content aggregation - The bringing 
together of content from multiple 
source repositories for retrieval at a 
later time.  In some cases, this term is 
also used for the amalgamation of 
search results into a comprehensive 
whole.  
 
Crawling - The act of accessing Web 
servers and/or file systems in order to 
extract information to feed into the 
enterprise search platform.  
 

D 
Deep navigators - A type of dynamic 
drill-down navigator. Drill-down navi-
gators are created across all results of 
a query.  
 
Dictionary/Thesaurus - A compiled 
structure that enables lemmatization/
synonym expansion, and look-ups. In 
advanced enterprise search platforms, 
the compiled form of a dictionary or 
thesaurus takes the form of an 
automaton.  

 
Directed search - A narrow search 
within a specified area of the indexed 
content.  Users may choose to search 
within "news" if they want the latest 
updates on today's game, for example, 
instead of having to search within 
"news", "culture", and "sports."  
 
Document - A piece of content that 
is normalized with respect to the en-
terprise search platform's document 
structure, as opposed to the content 
itself.  
 
Document-processing stage -The 
document-processing stage may mod-
ify, remove, or add information to a 
document, such as adding new meta 
information for linguistic processing, 
or extracting information about the 
language the document is written in.  
 
Document-level security - The pro-
tection of individual documents from 
access by other authorized users of the 
system.  
 
Dynamic concept extraction - The 
ability to mine concepts from data 
present in the result set of a query 
through statistical and linguistic analy-
sis. Can be used to group similar re-
sults together.   
 
Dynamic drill-down - A powerful 
navigation tool for structured data; it 
provides multidimensional drill-down 
in structured data based on facets of 
content.  
 
Dynamic rank - The process by 
which rank components are computed 
during matching related to the level of 
match between document and query.  
 

E 
Entity extraction - The ability of an 
enterprise search platform to parse 
and recognize informational entities, 
such as geographic names, persons, 
and company names.  
 
ETL-type tools - Extract, transform, 
and load (ETL) is a data-integration 
function that involves extracting data 
from outside sources, transforming it 
to fit business needs, and ultimately 
loading it into a data warehouse.  In 
search functions, it is often used for 
merging of database records and con-
tent normalization.  
 

F 
False positives - When a search re-
turns results that do not contain what 
was searched for.   
 
Federated search - In a federated 
search, users receive results from mul-
tiple "targets” – for   example, from 
other search engines, commercial in-
formation services, or internal data-
bases.  Federation is the blending of 
results from multiple, often non-
compatible search systems.  
 
File traverser - Tool for accessing 
files (e.g. MS Word, HTML, and XML 
files) that live on a standard file system 
in order to bring them into the index 
of the enterprise search platform.  
 
Footprint - The portion of comput-
ing resources – typically RAM, CPU 
time, and disk space – required by the 
software component in question.  
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Freshness - The "age" of the docu-
ment compared to the time of the 
query. For an index, how up-to-date 
the index is with respect to the origi-
nal data source. 
 

G 
Geo/Location - In relation to rele-
vancy, the importance of location in 
relation to the query term.  
 
Golden set - A number of documents 
and queries that are to be used for 
testing; a minimum of 2,000 docu-
ments and at least 50 queries. Typi-
cally these are manually selected.  
 

I 
Index profile - Configuration file that 
defines the fields and properties of the 
index, similar to an XML schema, but 
also specifying field types and search 
engine-specific field features.  
 
Index-based security - Resolution of 
a repository’s document ACL permis-
sions at query time by the index itself 
through the use of stored meta-data. 
With this method, results lists only 
include hits for which the searcher has 
viewing permissions. Compared to 
post-processing, the index-based secu-
rity method gives higher query per-
formance and enables the search en-
gine to return correct counts for navi-
gators and related concepts.  
 
Indexing latency - The time between 
when a document is added and when 

the change to the index is made.  
 
Ingestion rate - The number of 
documents per unit time that an enter-
prise search platform can process.  

L 
Lemmatization - Utilizing lemmati-
zation enables the search system to 
recognize and match different gram-
matical forms of a word.  For exam-
ple, searching for "mouse" will also 
produce hits on "mice."  
 
Lemmatization by reduction -    
The type of lemmatization, also re-
ferred to as "base form reduction," 
that reduces queries to the base form 
of the entered query term.  For exam-
ple, "ate" becomes "eat."    
 
Lemmatization by expansion - The 
type of lemmatization which expands 
words into their inflected forms. This 
can be done either on the indexing 
side or query side.  
 
Linguistics - The study of the nature, 
structure, and variation of language. In 
advanced enterprise search platforms, 
linguistics analysis enables transforma-
tion of content and queries for the 
purposes of improving relevancy, re-
call, and precision.  
 
Link cardinality - The number of 
links in a set that refer to a given 
document.  It is best used to deter-
mine the relevancy of a Web page by 
factoring in how many other pages 
refer to the page under consideration.  
 

M 
Metadata - Metadata is often de-
scribed as "data about data."  It typi-
cally augments the full text of a docu-
ment to help with recall, precision, 
creating filters, and working with navi-
gators.  
 
Mining - Finding useful facts in data-
bases of text; evaluating large amounts 
of stored data and looking for useful 
patterns.  
 
Morphologic analysis - Used in 
query analysis, this analysis includes all 
forms of a given word via linguistic 
normalization (lemmatization).  
 

N 
Name-value pairs - In a search con-
text, name value-pairs are raw data 
that is normalized into a structured 
“tree” of information. They are then 
sent downstream to waiting document 
processors.  For example, name value-
pairs can be data about cars that is 
structured into categories containing 
information about "make", "color", 
"year", and "mileage."  
 
Natural language processing 
(NLP) - The process of using linguis-
tic analysis to infer meaning from hu-
man-written text that could not be 
extracted using the individual word 
meanings.  
 
Navigators - A navigator is a con-
struct that enables filtering and group-
ing of search results. On an interna-
tional site, you may have a navigator 
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that enables you to only display results 
with content in a given language – for 
instance, “Display English results 
only.”  
 
Node - In general, a node is a basic 
unit used to build data structures, such 
as linked lists and tree data structures. 
In an enterprise search system, a node 
is usually refers to one server in a dis-
tributed installation.  
 

O 
OEM - Original Equipment Manufac-
turer - a company that builds products 
or components that are used in prod-
ucts sold by another company. 
 
Ontology - Ontology defines con-
cepts, providing a way to move to-
wards consistency in vocabulary.  It 
provides a working model of the enti-
ties and interactions of a particular 
topic, such as dentistry or anthropol-
ogy. It also has a specific knowledge 
related to a given domain name -for 
example, in finance or pharmaceuti-
cals.  
 
Orthographic analysis - Ortho-
graphic analysis is used in checking for 
typing errors and official variants (for 
example, German spelling).  
  

P 
Parsing - The process of analyzing 
input to determine its grammatical 
structure with respect to formal gram-
mar. A parser is a computer program 
that carries out this task. Parsing trans-
forms input text into a data structure, 

usually a tree, which is suitable for 
later processing and which captures 
the implied hierarchy of the input. 
Generally, parsers operate in two 
stages, first identifying the meaningful 
tokens in the input and then building a 
parse tree from those tokens.  
 
Phonetic search - Phonetic search is 
the analysis of words that are pro-
nounced similarly in order to detect all 
possible variants.  
 
Phrasing - The recognition and 
grouping of an idiom such as “home 
run” or "Christmas tree."  
 
Precision - Precision is the ability to 
retrieve the most precise results.  
Higher precision means better rele-
vance and more precise results, but 
may imply fewer results returned.  
 
Proximity boosting - Documents 
that contain the query terms closer 
together are ranked higher than docu-
ments that contain these terms distrib-
uted throughout the document.  
 

Q 
Queries per second (QPS) - The 
number of queries that the enterprise 
search platform will process in one 
second.  This is normally a function of 
hardware (capability) and licensing 
(what is allowed due to contract 
terms).  
 
Quality - In relation to relevancy, the 
quality of the document, and how 
important it is as viewed by the con-
tent owner or search application.  
 

Query - The combination of the word 
or words used for searching, and any 
options allowed by the search engine.  
 
Query and result processing - The 
application of algorithms to the origi-
nal query or to the raw results re-
turned by the search engine. This is 
useful for modifying queries to reflect 
an inferred behaviour – for  example, 
using synonym expansion or business 
rules to modify the results (resorting, 
teaser modification etc), and to cus-
tomize the search experience. The 
overall goal is to analyze and identify 
the essence of the searcher’s intent 
from the query, and to return the 
most relevant set of results.  
 
Query syntax - The semantic rules 
that must be observed when submit-
ting queries to a search engine – for 
example, the use of parenthesis and 
Boolean operators. Sometimes, a 
query transformation stage may be 
used to allow end users to use a differ-
ent syntax from the one expected by 
the search engine.  
 
Query transformation - The analysis 
and subsequent rewriting of a query, 
using linguistic transformations such 
as lemmatization and spell- checking. 
Custom query transformation stages 
may also be used if necessary. Equiva-
lent to Query Processing (above).  
 

R 
Range restrictions - The ability to 
limit a search to a specified range of a 
numerical metadata field. For exam-
ple, a search for a digital camera be-
tween $250 and $400.  
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Rank profile - The concept of a rank 
profile enables full control of the rela-
tive weight of each component of 
relevancy (for example, how impor-
tant an article’s title is relative to the 
main text or how important is prox-
imity versus freshness). This enables 
individual relevance tuning of differ-
ent query applications.     
Ranking - Ranking is a way of arrang-
ing result documents according to 
their relevancy value.  
 
Ranking models - Models used to 
determine how closely content 
matches a particular query, and 
whether it should be included in the 
search results.  
 
Recall - For a query, recall means the 
ability to retrieve as many documents 
as possible that match or are related to 
a query.  Recall may be improved by 
linguistic processing such as lemmati-
zation, spell-checking, and synonym 
expansion.  
 
Relative boosting - This enables a 
document to always be displayed 
among the first 20 documents in the 
result list, provided a user searched 
with a specific query.  For all other 
queries, the ranking position of the 
document will not be affected.  
 
Relevancy - Relevancy is the measure 
of how well the indexed page answers 
the question. Only the searcher can 
actually define how relevant a docu-
ment is, in relation to their query: 
there is no way to automate it. When 
there are many query matches, the 
search engines must rank the results 
by relevance score, sorting the results 
listing so that the pages most likely to 

be useful will appear first. Varying 
algorithms are used to define rele-
vancy.  
 
Results clustering - Grouping similar 
results together to make it easy to see 
which results relate to each other. This 
can be supervised or un-supervised. 
 
Results transformation - The algo-
rithmic processing of search results, 
which includes result-set reordering 
(e.g. duplicate removal), adding navi-
gation information, and result content 
conversion or reformatting. Equiva-
lent to Results Processing (above).  
 
Result-side (shallow) navigators - 
A type of dynamic drill-down naviga-
tor. Drill-down navigators are created 
across an extended but non-exhaustive 
result set (for example, the 200 highest 
ranked results).  
 

S 
Scalability - Scalability indicates the 
capability of a system to increase total 
throughput under an increased load 
when resources (typically hardware) 
are added.   
 
Scope fields - A scope field contains 
hierarchically structured content. It 
enables schema flexibility and the abil-
ity to conserve hierarchical relation-
ships rather than flattening the data as 
is often required by meta-data engines.  
 
Semantic analysis - This means ap-
plying a combination of general and 
specific thesauri and ontologies, and 
automatic phrasing,  – for  example, to 
understand the intention of the query. 

 
Sentiment analysis - The evaluation 
of the sentiment - typically positive or 
negative - of the text based on the 
usage of language. Determining the 
sentiment (general tone) of a docu-
ment based on the application of 
computational linguistics algorithms.  
 
SME - A subject-matter expert (SME) 
is a person knowledgeable about a 
given topic or subject area.  
 
Statistics - In relation to relevancy, 
statistically how well the content of 
the overall document matches the 
query. One measure is the number of 
times the query terms appear in the 
document, and how rare that term is 
within the complete corpus. Another 
is the proximity of the words in the 
document – how close they are to one 
another.  
 
Stop words - Words which are very 
frequent and have little meaning. They 
can be omitted from searches or from 
the index all together. In advanced 
enterprise search platforms, customers 
can control the list of stop words by 
managing the stop word dictionary.  
 
Structural analysis - Structural analy-
sis allows documents to be classified 
based on structure and linguistic 
analysis (for example, the home page 
of an Internet service provider (ISP)), 
as well as the detection and extraction 
of more complex elements such as the 
opening hours of the ISP’s customer 
service operations.  
 
Supervised clustering - Supervised 
clustering provides a grouped view 
based on pre-defined categories, and 
maps results to pre-determined cate-
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gories (that is, category information 
provided for the documents prior to 
indexing).    
 
Synonym expansion - When a query 
or document is expanded with a de-
fined list of synonyms for the words it 
originally contains.  
 
Syntactical patterns - Used for de-
tecting information entities such as 
people, places, product codes, and 
prices.  
 
Syntactic analysis - Used to analyze 
query through entity/phrase extrac-
tion, anti-phrasing, and to remove 
word-sense ambiguity (the color or-
ange versus the fruit, for example).  
 

T 
Taxonomy - Taxonomy is a defined 
hierarchy of categories – a treelike 
structure of customer- or market-
specific terminology that defines how 
categories relate to one another.  It 
provides a conceptual framework for 
discussion, analysis, or information 
retrieval. For example, a car manufac-
turer may have a taxonomy based on 
the type of car (convertible, SUV, 
wagon, etc.).  Taxonomies help parti-
tion the search environment and ex-
perience, based on a pre-defined 
knowledge of categories. This helps 
limit the number of “noisy” results 
returned to the user.  
 
TF-IDF - TF and IDF are used to-
gether as a measure of the statistical 
strength of a given word relative to a 
query.  TF (term frequency) is the 
measure of how often a word appears 

in a document. IDF (inverse docu-
ment frequency) is the measure of the 
rarity of a word within the body of the 
document.  
 
Tokenization - Tokenization in-
volves detection of white space char-
acters and other symbols that separate 
words from each other and that are 
not relevant to the matching process. 
It is part of the linguistic analysis, 
where text is split into word entities.  
More complex tokenization is used for 
CJK languages, where semantic analy-
sis is required to identify word 
boundaries.  
 

U 
User interface (UI) - The end-user 
application linking a person to a com-
puter program.  Most modern applica-
tions leverage a graphical UI (GUI) to 
accept input and display information 
in various forms.  
 
Unsupervised clustering Unsuper-
vised clustering provides grouping of 
related documents on the basis of 
their content without referring to a 
taxonomy; it  creates  a taxonomy  “on
-the-fly,”  parceling documents into 
dynamic partitions. 
 

V 
Vectors - Vectors are a kind of docu-
ment signature (word-weight pairs) 
representing a document's content in a 
way that allows comparison between 
documents. It is the numerical repre-
sentation of the unstructured textual 

content of a document.  Vectors can 
be used to enable clustering and re-
finement operations.  
 

W 
Wildcard  - A wildcard character can 
be used to substitute for any other 
character or characters in a string.  
Common wildcards include "*" (zero 
or more characters) and "?" (a single 
character).  
 

Z 
Zero results - A futile query; a query 
that returns 0 (no) results.  
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Would you like to know more about how  

search can help your business?  

 
Please contact us at:  

info@fastsearch.com 

or visit  

www.fastsearch.com 




